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Abstract

A translated point of a contactomorphism ¢ on a contact manifold with contact form « is a
point p where « is preserved under ¢ and whose image under ¢ lies in the same Reeb trajectory.
They were introduced as a contact analogon for fixed points of Hamiltonian diffeomorphisms by
Sheila Sandon in [San12] and can be understood as a special case of leafwise fixed points. A contact
version of the non-degenerate Arnol’d conjecture on spheres was established in [Sanl3] using a
generating function approach. It turns out that Sandon’s proof only works under the assumption
that there exists a generating function whose sublevel set at zero has nontrivial homology. This
thesis proves the result under this additional assumption and fills gaps in other parts of Sandon’s
argument.
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1 Introduction and Main Result

A critical development in 19th century theoretical physics was the reformulation of classical
mechanics as Hamiltonian mechanics. This more abstract approach allows for a deeper struc-
tural understanding of physical systems and paved the way for most of modern physics. Here,
a system is encoded in terms of two objects, a configuration space and an energy function. The
configuration space N contains all possible configurations the system can be in at any given
instant in time. It gives rise to the larger phase space M of all possible states: A point in
phase space is a pair of a point in configuration space (generalized position) and the infinites-
imal change of the position that is in progress at that time (generalized momentum)®. As an
example, consider the pendulum depicted in Fig. 1. An energy function H : M x R — R yields
for every state z at a given time ¢ the total energy Hy(z). A crucial physical insight is that H
suffices to completely determine the dynamics of the system.

To understand how this works mathematically, we need the framework of symplectic geom-
etry. Phase space is represented as a differentiable manifold M that carries as additional
structure a closed and non-degenerate 2-form w. This symplectic form allows a function
H : M xR — R to uniquely generate a time-dependent vector field X; via the Hamilton
equations

W(Xt, ) = *dHt

This vector field can be integrated to the Hamiltonian flow ¢ on the phase space M. In
physics, this flow describes precisely how a system with the energy function H will evolve over
time. After starting in the state z € M, it will be found in the state ¢{(z) once the time ¢
has passed.

If we start from a configuration space described as a manifold N, then phase space is just
the cotangent bundle M = T*N together with the exterior derivative of the Liouville form
Ap 1= podym as the canonical choice for the symplectic form, where 7 : T*N — N is the
canonical projection.

Consider now an energy function H : T*N — R that does not depend on time. It turns
out that this symmetry under translation in time implies that energy is a conserved quantity
over time. So if E is a regular value of H, then H~1(E) is a hypersurface containing all states
of a fixed energy E that is preserved by the Hamiltonian flow. Contact geometry can be seen
as the study of the naturally induced structure on such constant energy surfaces. In general,
a contact form on a 2n — 1 dimensional manifold is a 1-form « such that a A (da)"™1 # 0.
This means geometrically that da has a unique null direction that is transverse to the kernel
of a. Appropriately normalized, we call this direction the Reeb vector field of «, generating
the Reeb flow. In the case of the constant energy surfaces, restricting the Liouville form A to
them indeed yields such a contact form?. The Reeb flow is then nothing but the Hamiltonian
flow restricted to the hypersurface.

1We only need to look at first-order derivatives here because Newton’s equations of motion are differential
equations of second order: All higher derivatives are redundant since they are determined by the configuration
itself and first derivatives.

2Technically, H’I(E) needs to also be transverse to the Liouville vector field Xcan, which in induced
coordinates (g;,p;) on T*N is Eipi%. This is however a physically reasonable assumption: Otherwise,

scaling the momentum of a state would not lead to a change in energy.
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FIG. 1. Consider a pendulum of length [ and mass m in a gravitational field g. Its configuration space is given
by the set N = S of all angles ¢ to the vertical. The phase space is M = S! x R ~ T*N, and its elements
(¢, p) completely determine the state by also specifying the momentum p of the pendulum. The total energy
H(p,q) = p?/2m — lgsin q generates the Hamiltonian vector field depicted on the right. Following its flow gives
exactly the trajectories of the system, which are indicated for some initial conditions.

In physics, one often considers systems that are described using a time-independent energy
function together with a short time-dependent perturbation, say on the interval [0, 1]. For some
states x € M, we might observe what looks like a huge coincident: After the perturbation, the
system might be in a state that is different from x only by a shift in time in its original orbit
instead of being fundamentally changed. Mathematically, this is an example of a leafwise fixed
point of the Hamiltonian flow. A similar situation can occur when we limit our attention to
a constant energy surface and perturb its dynamics for a short while. A translated point is a
state that the perturbation affects only by shifting it in time.

Formally, a contactomorphism on a manifold M with contact form « is a diffeomorphism
¢ : M — M that preserves the contact form up to scaling with a positive function. A translated
point x € M of ¢ is a point where « is preserved and whose image lies in the same orbit of the
Reeb flow as x. Translated points can be seen as special cases either of leafwise fixed points
or Reeb chords between Lagrangian submanifolds.

Translated points were introduced by Sheila Sandon in [San12] as contact analogues to fixed
points of Hamiltonian diffeomorphisms. She gave the following existence theorem in [Sanl3]:

1.1 Theorem. [San13]

(i) Every contactomorphism of S?"~! which is contact isotopic to the identity and generic
in the sense that all its translated points are non-degenerate has at least two translated
points.

(ii) Every contactomorphism of RP?"~! which is contact isotopic to the identity has at
least 2n translated points.

For a precise definition of non-degeneracy of translated points, see Section 2.4. This theo-
rem can be seen as a contact version of the Arnol’d conjecture for the sphere and real projective
space. In [San13], Sandon also gives proofs for the C? and C'-small cases of this conjecture,
and in [Gra+17] for contactomorphisms on lens spaces. The proof of this theorem essentially
follows a path laid out by earlier work of Théret [Thé96; Thé98] and Givental [Giv90]: It
proceeds by explicitly lifting the contactomorphism to a symplectic setting in R?"™, construct-
ing generating functions and then using Morse theoretic arguments. In the simplest case, a
symplectomorphism on a manifold M is said to be generated by a smooth function f: M — R
if there is an identification of the cotangent bundle T*M with M x M such that the 0-section
coincides with the diagonal and the graph of the 1-form df coincides with the graph of the
symplectomorphism. The proof requires a more general notion due to Héormander where the
generating function is defined on a fiber bundle over M [Hor71].
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This thesis is meant to recap the proof of part (i) of Theorem 1.1 and to provide additional
detail beyond the original publication. In this process, I uncovered a gap in the proof that
Sandon and I have not been able to close so far (for details consider Remark 4.21). We will
consider the following statement instead:

1.2 Theorem. Let ¢ be a contactomorphism on S$?"~! without degenerate translated points.
Assume that ¢ has a generating function F : §?"T*=1 5 R such that the sublevel set
{F#0 < 0} is either empty or an embedded submanifold with non-trivial homology.

Then ¢ has at least two translated points.

Here we have replaced the assumption that ¢ is contact isotopic to the identity with the
existence of a generating function with a particular associated sublevel set. While an exact
understanding of this new assumption requires the definitions of Chapter 3, note that the
critical difference here is the homological condition: It will turn out that if this was not required,
existence of a contact isotopy would suffice to satisfy the assumptions of Theorem 1.2.

This thesis adds to Sandon’s proof by providing more details throughout: It closes gaps and
fixes minor errors in the parametric Morse theory arguments, homological considerations, the
composition formula and existence of simple generating functions of lifts. More care is taken
to state and prove many results more generally than done in [Sanl3] in order to make them
applicable as stated to lifts of contactomorphisms. This is strictly speaking not the case in the
original proof due to irregularity of the lift at the origin. We also modify the definition of non-
degenerate translated points to be more natural. While coinciding with Sandon’s definition in
the context of her theorem, our Definition 2.18 is more restrictive in general and motivated by
the connection to leafwise fixed-points (compare Remark 2.19). Finally, our Definition 3.22 of
generating functions on the sphere allows for a cleaner presentation of the proof.

The remainder of this thesis is divided into three chapters: The second chapter provides
background and context to the main result. In particular, we introduce basic symplectic and
contact geometry as well as translated points and the Arnol’d conjecture. The third chapter
explains the method of generating functions of contactomorphisms on the sphere in several
successive steps. Finally, we provide a form of parametric Morse theory and investigate the
homology of sublevel sets of generating functions in order to prove the main result in the fourth
chapter. The appendix lists all differences between this thesis and Sandon’s original paper and
discusses how contactomorphisms on real projective space can be lifted to Euclidean space.
The latter is necessary for a similar generating function approach of real projective space, e.g.
as in part (ii) of Theorem 1.1.

I would like to express deep gratitude to my advisor Fabian for his patience and countless
helpful discussions. I am also very grateful to Sheila Sandon and Alexander Givental for kindly
answering my questions on [Sanl2] and [Giv90]. The support of my parents, my sister and
friends has been invaluable while writing this thesis.






2 Background and Context

In this chapter, we will recap essential concepts necessary to understand the statement of the
main theorem and place it in a broader context. For the sake of brevity we will omit some
proofs of standard results, instead referring to more thorough expositions in the literature.

The first two sections start by introducing basic notions of symplectic and contact geome-
try. In particular, we define symplectic reduction and the standard contact forms on spheres
and real projective space that Sandon’s result assumes. In the third section, we define sym-
plectization as a way to associate a symplectic manifold to a given contact structure. This
allows us to introduce translated points and discuss their interpretations and known existence
results in the fourth section. Finally, we discuss the main theorem from the perspective of a
contact version of the Arnol’d conjecture.

21 Symplectic Geometry

Symplectic geometry concerns itself with symplectic manifolds:

2.1 Definition. A symplectic manifold is a manifold M together with a closed and non-
degenerate 2-form w. A symplectomorphism between symplectic manifolds (M,w) and
(M’,w") is a diffeomorphism ¢ : M — M’ such that ¢*w' = w.

Purely by linear algebra, the existence of a non-degenerate 2-form already implies that M
is even-dimensional. In fact, all symplectic manifolds locally look alike:

2.2 (Standard symplectic structure on R?" as a local model). Using global coordinates z; =
z; +1iy; on R*™ ~ C", we can define a symplectic 2-form

n 1 n
Wstd = Zd(bj A dyj = 5 dej N de.
=0

Jj=1

This is not just an example, but the unique local model: By a celebrated theorem due to Dar-
boux (see e.g. Theorem 3.2.2 in [MS17]), around every point of any given symplectic manifold
there exists a neighbourhood that is symplectomorphic to an open subset of (R?", wsq). Note
also that this standard symplectic structure generalizes to the cotangent bundles of arbitrary
manifolds, which we will come back to in Remark 3.5.

A central phenomenon in symplectic geometry is that a time-dependent function on M
(e.g., the total energy of states of a mechanical system) induces a flow:

2.3 Def. & Prop. Consider a symplectic manifold (M,w). A Hamiltonian function is a
smooth map H : M x R — R, (x,t) — H¢(z). It generates a unique time-dependent vector
field X; via the relation w(X;,:) = —dH;. The flow ¢ of X, starting at the identity is
called Hamiltonian flow and preserves w at every time. If it is additionally always surjective,
it is called a Hamiltonian isotopy. A symplectomorphism ¢ : M — M is a Hamiltonian
diffeomorphism if it is the time-1 map of a Hamiltonian isotopy, i.e. ¢ = ¢I! for some H.



Proof. The unique existence of X; is an immediate consequence of non-degeneracy of w while
the flow preserves it due to Cartan’s magic formula and closedness of w. For more details see
e.g. Section 3.1 of [MS17]. O

The symplectic structure on a manifold allows us to distinguish between different kinds of
submanifolds:

2.4 Definition. Given a symplectic form w on a manifold M and a subspace W of the tangent
space in p € M, we can define the w-orthogonal of W as

Yi={veI,M|YVweW:w,w) =0}
and say that the subspace W is
« symplectic if w, |y is non-degenerate,
e isotropic if W C W%,
e coisotropic if W¥ C W,
e Lagrangian if W* =W.

Applying the definition of w-orthogonal pointwise yields an operation on vector sub-
bundles of TM. We similarly say that a submanifold of M is symplectic, (co-)isotropic or
Lagrangian if this holds for its tangent spaces in every point, respectively.

These definitions are clearly invariant under symplectomorphisms. The following properties
and alternative characterizations are also often convenient:

2.5 Lemma. For a symplectic form w on a 2n-dimensional manifold M, point p € M and
vector subspace W C T}, M, the following hold:

(i) W= (W=)~
(ii) dim W + dim W« =

) W
)
(iii) W symplectic <= W symplectic <= WNW*¥ =0 = dim W even
(iv) W isotropic <= WY coisotropic <= w|y =0 = dimW <n

)

(v) W Lagrangian <= W isotropic and coisotropic <= dimW = n and W either
isotropic or coisotropic

Proof. Follows immediately by linear algebra, for details see e.g. Section 2.1 of [MS17]. O

Weinstein’s approach [Wei81] to symplectic geometry focuses on the central role of La-
grangian submanifolds in particular. We will see one example of this in Proposition 3.12,
which tells us that we can decide whether a diffeomorphism is a symplectomorphism by check-
ing whether its graph is Lagrangian.

Weinstein established a crucial normal form theorem for Lagrangian submanifolds. Our
main argument does not require it, but we will refer to it in contextual remarks:

2.6 Theorem (Weinstein Lagrangian neighbourhood theorem). Let M be a manifold with
symplectic form w and a closed Lagrangian submanifold L. Then there exists a neigh-
bourhood of L that is symplectomorphic to a neighbourhood of the 0-section in T* L via a
symplectomorphism that extends the map L 3 z — (x,0) € T*L.

Proof. See e.g. Theorem 3.4.13 in [MS17]. O



Finally, we will require the notion of symplectic reduction of coisotropic submanifolds to
define generating functions. Some of the directions tangent to the submanifold might need to
be paired with transverse vectors in order for the symplectic form to not evaluate to zero. In
the sense of Lemma 2.5 (iv), these directions can be considered isotropic. To make this notion
precise, consider the following;:

2.7 Proposition. For a symplectic manifold (M, w) and a coisotropic submanifold N, N :=
(T'N)¥ is an integrable distribution on N. By Frobenius’ theorem, it determines a foliation
fN,w of N.

Definition. We call Fy , the characteristic foliation with the isotropic leaves.

Proof. Following a standard calculation (e.g. [MS17, Lemma 5.4.1]) we check integrability by
showing that (TN)“ is closed under the Lie bracket. This means that for all vector fields X, Y
with values in (TN)¥, p € N, and Z, € T, N it must follow that

w([vaprZp) =0.
To see this, continue Z, to a vector field Z on N and compute
0=dw(X,Y,2)
= Lx(w(Z,Y)) + Ly (w(X, Z2)) + Lz(w(Y, X))
+w(lY, Z], X) + w([Y, X], Z) + w([X, Y], Z)
=w([X,Y],2)
O

Symplectic reduction is, philosophically speaking, a way to quotient out these directions
that are unpaired within the submanifold N. Under suitable assumptions, this reduces N to
a manifold N, with a canonical symplectic structure:

2.8 Definition. Let ¢ : N < M be a coisotropic submanifold of a symplectic manifold (M, w).
The symplectic reduction N, of N in M is the topological space N/ ~, where the quotient
identifies points in N that lie in the same leaf of the foliation Fy .

N is called regular if the following holds:

e Forall p € N, there is a submanifold S C N containing p that intersects every isotropic
leaf at most once and satisfies TyN = 1,5 ® T,N® for all ¢ € S.

e N, is a Hausdorff space.
Proposition. For a regular coisotropic submanifold N, the symplectic reduction carries...

e a unique smooth manifold structure such that the projection 7 : N — N, is a submer-
sion, and

e a unique symplectic form @ such that 7% = *w.

Proof. See e.g. Proposition 5.4.5 of [MS17]. O

We again want to consider how Lagrangian submanifolds behave under this construction:

2.9 Lemma. Let (M,w) be a symplectic manifold with a regular coisotropic submanifold
N and Lagrangian submanifold L. If L is transverse to N, then 7(L N N) is an immersed
Lagrangian along the quotient map 7 of the symplectic reduction N,,.

Proof. See e.g. Proposition 5.4.7 of [MS17]. O



2.2 Contact Geometry

Contact structures are defined as maximally non-integrable hyperplanes and are the natural
odd-dimensional analogues to the even-dimensional symplectic structures. We will require the
slightly stronger notion of a contact form:

2.10 Definition. A contact form on a manifold M of dimension 2n — 1 is a 1-form « such
that a A (da)"~! # 0. A contactomorphism between manifolds with contact forms (M;, ;)
is a diffeomorphism ¢ : M; — Ms such that ¢*as = e9aq for some g : M; — R. If g
vanishes, ¢ is called strict. A contact isotopy on (M, «) is an isotopy ¢ such that every ¢,
is a contactomorphism.

There are various ways to associate contact forms to some symplectic structures and vice
versa, see for example the discussion in the introduction for constant energy surfaces or Section
3.5 of [MS17] for prequantization. We will consider symplectization in detail in the next section.

The contact condition on « can geometrically be understood as a 'maximal’ amount of
twisting of the hyperplanes ker o while moving along them, preventing the existence of integral
submanifolds of dimension larger than n (see e.g. Section 5.1 of [Blal10]). In particular it implies
that da has a unique null direction transverse to ker o, which gives rise to a canonical flow
associated with a contact form:

2.11 Def. & Prop. The exterior derivative da of a contact form has a unique null direction
that is transverse to ker a. The Reeb vector field of « is the normalized vector field along
this direction, i.e. the unique X* € X(M) such that txada = 0 and a(X*) = 1. The Reeb
flow R“ generated by X is a contact isotopy.

Proof. See e.g. 1.1.9 and 2.3.2 of [Gei08]. O

Similarly to the symplectic case, time-dependent functions on a contact manifold generate
flows:

2.12 Def. & Prop. For every smooth time-dependent function H; : M — R, there exists
a unique contact isotopy starting at the identity and generated by a vector field X; that
satisfies a(X;) = H;. The function H; is then referred to as the (contact) Hamiltonian that
generates the isotopy, and every contact isotopy starting at the identity arises this way. We
can uniquely characterize the vector field X; by ¢x,da = dH¢(R,)a — dH; and «(X;) = H,.

Proof. See e.g. Section 2.3 of [Gei08]. O
We again have a standard contact form on Euclidean space as a local model:

2.13 (Standard contact structure on R?"*! as local model). Using global coordinates z;,y;
and z on R?"*1, we can define a contact form

n
Qgtq = dz — Zyj Adzx;.

j=1

It is straightforward to check that the unit vector field 9/9z is the Reeb vector field and trans-
lation in that direction is the Reeb flow. By a contact version of Darboux’ Theorem (e.g. 2.5.1
in [Gei08]), every point of any given contact manifold has a neighbourhood that is strictly
contactomorphic to a subset of (R2"1 agq).

This standard symplectic form furthermore induces contact forms on odd-dimensional
spheres and real projective spaces that are the topic of Theorem 1.1:



2.14 (Contact form on S?"~1). Note that the standard symplectic structure on R** ~ C" from
2.2 can be written as d\, where

" " Zidz; — z;dZ,
A=Y (wydy; —ypda;) =y %
j=1 j=1

is the Liouville form expressed in complex coordinates z; = x; +iy;. Restricting A to the unit
(2n — 1)-sphere yields a contact form agq on it. It is straightforward to verify that the Reeb
vector field is given by (=1, ..., —=Yn, 1, -.., T ) and its flow is z — exp(it)z, which in particular
is 2m-periodic.

2.15 (Contact form on RP?"~1). Note that RP?"~! is the result of quotienting out the an-
tipodal discrete Zs action on the sphere, i.e. there is a double cover

T S2n—1 — S2n—1/Z2 ~ RPQn_l.

The standard contact form & on RP?"~! arises by pushing the standard contact form of S?"~!
along this map, as the latter is invariant under the Z, action. The Reeb vector field and
flow are correspondingly also given by the pushforward along 7 and the induced map on the
quotient, respectively.

2.3 Symplectization of Manifolds with a Contact Form

Symplectization is a way to relate a symplectic manifold to any given manifold with contact
form. This will allow us to use techniques of symplectic geometry in the search for translated
points. The statements in this section are based on [MS17] and [Sanl4], but reformulated here
as a functor.

2.16 Definition (Symplectization functor). Let (M, «) and (N, 8) be manifolds with contact
forms, and ¢ : (M, a) — (N, 8) a contactomorphism such that ¢*« = e9« for some g : M —
R.

o The symplectization S(M, «) of (M, ) is the manifold M xR equipped with the 2-form
We = d(e?a), where 6 is the coordinate on R.

e The symplectization of ¢ is the map S¢: M x R — N x R defined by

(p,0) = (9(p),0 — g(p))-

Proposition. S forms a functor from the category of manifolds with contact forms and
contactomorphisms to the category of symplectic manifolds with symplectomorphisms. This
means that S(M, «) is a symplectic manifold, S¢ is a symplectomorphism, symplectization
of contactomorphisms and composition commute and SId ) = Ids(as,a)-

Proof. We first show that S(M, «) is a symplectic manifold. Since w,, is clearly exact, we only
need to show non-degeneracy. To this end, let 2n — 1 = dim M and check that

(d(e?a))™ = (e?df A o + Pda)™ = ne™df A a A (da)" !

does not vanish, which follows immediately by the contact condition.
To see that S¢ is a symplectomorphism, we calculate

(S¢)'w=d((Sp)*e’a) =d(e” ¢"a) = d(e’ Iela) = w.

Symplectization and composition commute immediately by construction and the identity
on M is clearly mapped to the identity on SM. O



Note that one can already define a symplectization for the weaker contact structure, in-
dependently of a contact form. This is often referred to as intrinsic symplectization, see e.g.
[MS17].

We can lift a contact Hamiltonian to obtain a symplectic Hamiltonian:

2.17 Definition. Let (M, ) be a manifold with contact form and H, € C*(M) a time-
dependent function. We define its lift to the symplectization S(M, «) to be the function

SH,: M xR—=R
(pv 0) — eth(p)'

Proposition. Let ¢; be a contact isotopy generated by a contact Hamiltonian H;. Then the
symplectization S¢, is generated by the symplectic Hamiltonian SH;.

Proof. The fact that H; generates ¢; means that there is a unique vector field X; on M generat-
ing ¢; such that «(X;) = Hy. If g; are chosen such that ¢;a = e% a, then the symplectizations
of ¢; are given by

Séi(p,0) = (¢¢(p), 0 — g:(p))-

Differentiating yields the vector field

- d
Xi = (Xu _dtgt) .

We are done if we show that this is the vector field generated by S Hy, i.e. wa(f(t, ) = —d(SHy).
Using the definitions of w, and SH; and dividing by e, this is equivalent to

(dO A o+ do)(Xy,-) = —H,df — dH,.

Evaluating the left hand vector field insertion and using a(X;) = H;, we see that this is
equivalent to

d
da(Xt7 ) — %gt o = —dHt (1)

To verify that this equation holds, we first compute:

(g50) ¢ = Gera) = o
= ¢ (Lx,q)
= ¢} (d(a(Xy)) + do( Xy, -))
— 67 (dH, + da(Xy, )

For the first two equalities, we use ¢;a = e9*«. The third equality follows from the following
general expression for the time derivative of a pullback of a family of forms 3; along a flow ¢;:

d d
aéf):ﬂt = ¢; <£X,ﬂt + dtﬁt) . (2)

Finally, we use Cartan’s magic formula and a(X;) = H; for the last two equalities.
Pushing forward and canceling the pull-back now yields Eq. (1).
O

Note that this analogy between symplectic and contact isotopies is not perfect: All contact
isotopies are generated by Hamiltonians, while this is not true for all symplectic isotopies (see
e.g. [Gei08]).
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2.4 Translated Points of Contactomorphisms

Sandon introduced a notion of translated points in [Sanl2] as a contact analogue for fixed
points in the symplectic setting:

2.18 Definition (Discriminant and translated points). Consider a contactomorphism ¢ on a
manifold M with contact form a and a function g such that ¢*a = efa.

o A discriminant point of ¢ is a fixed point p = ¢(p) for which g(p) = 0 holds. A
discriminant point p is non-degenerate if AX € T,M : d¢(X) = X and X(g) =0.

e A translated point is a point p such that there exists at least one t € R such that p
is a discriminant point of R*¢, where R* is the Reeb flow on M. A translated point
p is non-degenerate if, for any ¢ such that p is a discriminant point of R¥¢, p is a
non-degenerate discriminant point.

2.19 (Comparison to Sandon’s definition). Our definitions match those of Sandon except in
one point: For non-degeneracy of a translated point, Sandon only requires non-degeneracy
as a discriminant point of R%,¢ for a single ¢, namely the smallest one such that p is a
discriminant point of R®,¢. Our definition is stronger and assumes non-degeneracy for all such
t. We consider our definition more natural and consistent with the notion of non-degeneracy
of leafwise fixed points in [Zil10] (compare Proposition 2.21).

For the purposes of our main result, this makes no difference: If ¢; and ¢; are two times
where the definition for a translated point p applies, then the maps under consideration differ
by @ := R?té*tl) and we must have ®(p) = p. It is clear that the differential of the Reeb flow on
the sphere z — exp(it)z is the identity at all its fixed points p. For this reason, the degeneracy
conditions at any suitable ¢ are equivalent. The same holds for real projective space, the other
subject of [Sanl3].

Sandon also points out that we can view translated points as special cases of leafwise fixed
points or interpret them in terms of Reeb chords:

2.20 Definition (Leafwise fixed points). Let N be a coisotropic submanifold of a symplectic
manifold (M,w). For x € N write N, C N for the isotropic leaf through z. A leafwise fixed
point of a symplectomorphism ¢ : M — M is a point © € N such that ¢(z) € N,.

2.21 Proposition (Characterization of discriminant and translated points by symplectization).
Let ¢ be a contactomorphism on a manifold M with contact form .

(i) p € M is a discriminant point of ¢ if and only if (p,8) is a fixed point of S¢ for any
(equivalently all) 6 € R. Non-degeneracy of the former corresponds to non-degeneracy
of the latter® in the directions tangent to M.

(ii) p € M is a translated point of ¢ if and only if (p, 8) is a leafwise fixed point of S¢ with
regard to the coisotropic submanifold M x {6} of S(M,«) for any (equivalently all)
6 € R. Non-degeneracy of the former corresponds to non-degeneracy of the latter? in
the directions tangent to M.

3Note that by a non-degenerate fixed point of ¢ we mean a fixed point « = 1 (z) such that the graph of v
intersects the diagonal transversally in (z,1(x)), or equivalently such that one is not an eigenvalue of dz.

4Refer to Section 2.4 of [Zil10] for the definition of non-degenerate leafwise fixed points based on the linear
holonomy of a foliation. Note that part (ii) of this proposition has no bearing on the proof of our main result.
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Proof. Recall that S¢ : M x R — M x R is defined by

So(p,0) = (¢(p),0 — 9(p)),

where g : M — R is the map such that ¢*a = e9a. Compute the derivative for X € T,M,Y €
TQR:

Regarding (i): By the definition of S¢, (p,0) is a fixed point if and only if ¢(p) = p and
g(p) = 0, irrespective of §. This is exactly the condition for p to be a discriminant point. This is
non-degenerate by definition if there exists no X € T, M \ {0} such that (d,¢, d,g)(X) = (X,0).
By our computation of the derivative of S¢, this is equivalent to

d(p,0)(S$)(X,0) = (X, 0)

or in other words that there is no eigenvector (X, 0) of d, ¢)(S¢) with eigenvalue one. This is
nondegeneracy of (p, 6) along M. Note that every fixed point of S¢ is automatically degenerate
in the R—direction.

Regarding (ii): For this part of the proof we will be working in the context of Section 2
of [Zil10]. Pick any 0 € R.

Note first that if X is the Reeb vector field on (M, «), then the Reeb vector field on
(M x {6},e%a) is (e7?X,0). Pairing this with any vector (Y,0) tangent to M x {#} pairs to
zero under the symplectic form on M x R, i.e. d(e’a)((X,0),(Y,0)) = 0. It follows that (X, 0)
lies in the symplectic complement of the tangent space of the coisotropic submanifold. In other
words, the characteristic foliation of the coisotropic submanifold M x {0} coincides with the
Reeb foliation on the contact manifold (M x {6}, ea).

Since SR (p,0) = (R (p), 0) for the Reeb flow R{ on M, the last paragraph implies that
two points (p;,8) € M x {6} lie in the same leaf of the characteristic foliation exactly when
there exists a t such that RY(p1) = pa.

By definition and (i), p € M is a translated point of ¢ on M if and only if there is a ¢ such
that (p,0) is a fixed point of SR{*S¢. By the previous paragraph, this is the case if S¢(p,0)
lies in the same isotropic leaf as (p, 0), i.e. if (p,#) is a leafwise fixed point.

The only thing left to show is that the notions of non-degeneracy match. Note first that
the spaces Ny F from [Zil10] can here be identified with the symplectic complement (X, 0)¢, 5y

of the vector field (X,0) at = = (p,#) € N with respect to the symplectic form w := d(e’a).
For any path within an isotropic leaf connecting two points (p,6) and (R (p), ), the linear
holonomy map hol? from [Zil10] is in this context just the map on (X, 0)(;,,¢) induced by
dp,6)(SR{). This induced map is well-defined since the Reeb flow preserves the Reeb vector
field and w.

A translated point p € M is non-degenerate by definition and (i) if and only if the map
d(p,0)S(RY$) has no eigenvalue one. d(, 5S¢ preserves the Reeb vector field since g(p) = 0,
and the Reeb flow always preserves it. It follows that the above condition need only be checked
on the subspace (X, O)‘("pﬁ). This is now precisely equivalent to Eq. (2.7) of [Zil10]. O

2.22 (Translated points as Reeb chords). A Reeb chord on a manifold equipped with a contact
form is a section of an integral curve of the Reeb vector field that starts and ends on Legendrian
submanifolds.

Now fix a contactomorphism ¢ on a manifold M equipped with contact form « such
that ¢*a = e%a. Following Sandon [Sanl2], consider the contact product, i.e. the mani-
fold M x M x R with contact form A = e’a; — as, where 6 is the coordinate on R and «;
are « pulled back along the first and second projection, respectively. A translated point now
corresponds to a Reeb chord between the diagonal A := {(¢,¢,0) | ¢ € M} and the graph
gry, = {(q,6(q),9(9)) | ¢ € M}. To see this, note that a translated point corresponds precisely
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to a point (g, R$,0) € gr, for some time ¢, and the Reeb flow on M x M x R can be expressed
by the flow R® on M as R4 = (0, —R?,0).

We want to give a short overview of related existence results in the literature:

2.23 (Existence results of translated points). We first consider a number of results known
before the introduction of translated points that could be used to prove their existence due to
their interpretation as either Reeb chords and leafwise fixed points:

While many theorems give existence of Reeb chords connecting a Legendrian submanifold
with itself, for translated points we require a chord between a Legendrian submanifold and a
contact deformation of it. One such theorem for the 0-section in the 1-jet bundle is due to
Chekanov [Che96], on which some of Sandon’s results in [San12] build.

The problem of finding leafwise fixed points was introduced by Moser [Mos78]. The special
case of translated points fixes the codimension of the coisotropic submanifold to one, so we
will not consider the numerous results for minimal and maximal codimension here.

Moser’s original result was generalized by Banyaga [Mos78; Ban80] to show existence of
leafwise fixed points for closed coisotropic submanifolds provided that the symplectomorphism
is Cl-small. A decade later, a fruitful line of research was opened with Hofer’s introduction of
his metric on the group of Hamiltonian symplectomorphisms [Hof90]. Assuming smallness of
the symplectomorphism with regard to this metric instead, he originally showed existence for
hypersurfaces of restricted contact type in R?”. This result was subsequently extended to hold
under weaker assumptions on the manifolds [Gin+07; Dra08; Ker08; Gurl0; Zil10; AF10a;
AM10; Kanl2], often giving a homological lower bound on the number of leafwise fixed points.
Instead of C! or Hofer-smallness, [Zil17] considers Hamiltonian symplectomorphisms that are
CP-close to the identity for general closed coisotropic submanifolds. Some theorems consider
very concrete manifolds [Mer11; AF12a; AF10b; AM+11] or use a symmetry of the Hamiltonian
isotopy [EH89; AF12D).

Since they were introduced, a number of results have appeared that are specific to translated
points. In her original paper [San12], Sandon uses [Che96] to establish existence of translated
points for compactly supported contactomorphisms that are contact isotopic to the identity
and defined on either R?"*! or R?" x S', and then shows a contact analogue of a result due
to Viterbo [Vit92] for iterated translated points. Like the main theorem of this thesis, most
existence results of translated points can be understood as contact versions of the Arnol’d
conjecture in special cases (compare the next section and in particular Remark 2.29). [Sanl3]
also gives proofs of the contact Arnol’d conjecture for the C° and C' cases. A very similar
approach to this paper is taken in [Gra+17], yielding the conjecture by defining an analogue to
the non-linear Maslov index for lens spaces. In [AM13; AFM15; Ter18; MN18; MU19], bounds
on the number of translated points are derived by making assumptions on the contact manifold.
[Shel7] introduces a contact version of the Hofer metric and proves that contactomorphisms
that are small with respect to this metric implies bounds on the number of translated points,
given that some assumptions on the manifold are met.

2.5 The Symplectic and Contact Arnol'd Conjectures

For time-independent Hamiltonian functions, critical points correspond to fixed points of the
generated Hamiltonian diffeomorphism. Arnol’d [Arn65] conjectured that this link between
fixed points and functions on the underlying manifold holds more generally:

2.24 Conjecture (Arnol’d). Any Hamiltonian symplectomorphism ¢ : M — M on a closed
symplectic manifold M has at least as many fixed points as the minimal number of critical
points of smooth functions on it:

#Fix(¢) > Crit(M) := min{#Crit(f) | f € C°(M,R)}
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Since its inception, this conjecture has been central to many developments in symplectic
topology such as Floer homology. While significant progress has been made on it, in full
generality it remains open.

2.25 (Versions of the Arnol’d conjecture). Note that using Lyusternik-Schnirelman theory, one
can establish that Crit(M) is larger than the cup length cup(M), i.e. the maximal number
of cohomology classes of 1-forms on M such that their cup product does not vanish (see
e.g. [Cor+03]). So the Arnol’d conjecture in particular implies the weak Arnol’d conjecture
that

#Fix(¢) > cup(M).

Since the link between fixed points and critical points in the time-independent case preserves
degeneracy, it is natural to also consider the non-degenerate Arnol’d conjecture. It states that
if ¢ is generic in the sense that it has only non-degenerate fixed points, there exist at least as
many of them as a Morse function on the manifold must have critical points:

#Fix(¢) > Crit(M) := min{#Crit(f) | f € C®(M,R), f is Morse}

Note that a Morse function is just a smooth map M — R such that every critical point
is non-degenerate. By the Morse inequality (see e.g. [Mil63]), this would in particular imply
a version of the weak non-degenerate Arnol’d conjecture. This posits that, if ¢ has only non-
degenerate fixed points, we have

dim M

#Fix(¢) > > Bu(M,F),
k=0

where the sum on the right side is taken over the k-th Betti numbers of the manifold with
respect to some field F.

Note that if we consider a non-compact manifold in the (strong) Arnol’d conjecture instead,
it holds trivially: Every non-compact smooth manifold admits a smooth real-valued function
without critical points, see e.g. Theorem 4.8 of [Hir61].

2.26 (Progress on the Arnol’d conjectures). A generating function approach implies the Arnol’d
conjecture in the case that ¢ is sufficiently close to the identity in the C''—topology (see e.g.
Chapter 9 of [MS17]). After being proven by Eliashberg for Riemannian surfaces and by Conley
and Zehnder for tori, the weak non-degenerate Arnol’d conjecture was established using Floer
homology.

For overviews and references on these and more results, consider Chapter 11 of [MS17],
page 153 of [AD14] and [Sal99].

Based on Section 2.4, translated points can be seen as an analogue to fixed points of
Hamiltonian diffeomorphisms when moving from the symplectic to the contact setting. This
prompted Sheila Sandon to formulate the following contact version of the Arnol’d conjec-
ture [Sanl2]:

2.27 Conjecture (Contact Arnol’d). The number of translated points of a contactomorphism
on a compact manifold that is contact isotopic to the identity is at least the minimal number
of critical points of functions on M.

2.28 (Relation to the main theorem). We will now argue that 6;5(5”) = 2 and Crit(RP") =
n + 1. It follows that Theorem 1.1 is just the non-degenerate contact Arnol’d conjecture for
the sphere and the full contact Arnol’d conjecture for real projective space.

For the n-sphere with n > 0, we have Crit(S™) = Crit(S™) = 2: Any function on it must
have at least a maximum and minimum by compactness, and the projection on any axis is a
function with no more critical points than that.
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For RP"™, we need to put in slightly more work that we only outline here. The Lyusternik-
Schnirelman category of real projective space is

LS(RP") = n,

see e.g. Example 1.8(2) of [Cor+03]. Combining the Lyusternik-Schnirelman Theorem and
Takens’ Theorem (Theorem 1.15 and Proposition 7.26 of [Cor+03], respectively) yields

1+ LS(M) < Crit(M) < 1+ dim(M)

for a smooth connected manifold M. For M = RP™, this indeed implies (jrvit(]RP”) >
Crit(RP™) = n + 1. For the other direction in the non-degenerate case or to avoid Tak-
ens’ theorem altogether, we could also follow Example 3.8 in [Mat02]. It shows that for a; € R
pairwise distinct but otherwise arbitrary,

> air]

|z[?

(gt 1 XTp) —

is a Morse function on RP™ with exactly n + 1 critical points (the equivalence classes of the
standard unit vectors).

2.29 (Progress on the contact Arnol’d conjecture). Completely analogously to the symplectic
case, Sandon also proves the C° and C'-small version of this conjecture in [San13] using simple
generating functions. [Gra+17] builds on the methods of [San13] to show the conjecture for
lens spaces. A Rabinowitz-Floer homology approach to translated points is taken in [AM13].
Building on this, [AFM15] shows a non-degenerate weak contact Arnol’d conjectures under
the assumption that the contact manifold has no contractible closed Reeb orbits. This is
generalized to all hypertight contact manifolds in [MN18]. [Shel7] establishes the weak Arnol’d
conjecture given smallness under a Hofer-norm for contactomorphisms. [Terl8] shows cup-
length estimates without non-degeneracy assumptions for certain prequantization spaces.

15






3 Generating Functions in Symplectic and Contact Geometry

This chapter introduces the theory of generating functions of contactomorphisms on the sphere.
This notion is based on a generalization of classical generating functions of symplectic geome-
try to fiber bundles due to Hérmander [Hoér71] which was subsequently applied to the contact
setting among others by Sheila Sandon. In the generating function approach, some differen-
tiable functions F' : S?"*+k~1 determine maps ¢ : S?"~! — S§?"~1. Philosophically, the idea
is that the graph of the differential dF is a set that, after some identification and reduction
steps, equals the graph of the map ¢.

The four central features of this theory that we need for our proof can be summarized as
follows:

(i) The Reeb flow on the sphere has a particularly nice family of generating functions that
are restrictions of quadratic forms to the unit sphere.

(ii) For functions (F} : S?ntki=1 — R),cf1,2y that generate ¢;, there is a composition oper-
ation '#’ such that Fj#F, : §2nt(Antkitka)=1 R generates ¢1 o ¢o.

(iii) If ¢ is contact isotopic to the identity, then it has a generating function.

(iv) Critical points (¢,v) € S2nTk—1 C R?"*+k of F with value 0 correspond one-to-one to
discriminant points ¢/[¢| € S?"~1 of ¢.

We build up to a definition of generating functions of contactomorphisms in several steps
throughout this chapter. We start by discussing exact symplectic structures due to their close
connection to simple generating functions. In the second section, we introduce generating
functions of subsets of cotangent bundles. An identification of T*R?" ~ R2?" x R?" then
allows us to extend this notion to maps on R?" in the following section. Section 4 describes
a method of lifting contactomorphisms on the sphere to symplectomorphisms in Euclidean
space. We conclude by defining generating functions of contactomorphisms and proving the
four key results.

3.1 Exact Symplectic Structures

We now introduce a stronger type of symplectic structure that assumes the existence of a prim-
itive of the symplectic form, generalizing the Liouville 1-form on the cotangent bundle. Exact
symplectic structures are of particular interest in the context of simple generating functions,
which will be introduced in the next section. In the larger context of our proof of the main
result, we will crucially need Lemma 3.2 to construct generating functions for small contact
isotopies. This short exposition is based on [San14] and [MS17].

3.1 Definition. An exact symplectic manifold is a manifold M with a Liouville form A\ such

that w = —dA is a symplectic form on M. A symplectomorphism ¢ between exact symplectic
manifolds (M7, A1) and (M2, \2) is exact if (¢* Ay — A1) is exact.
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Note that for a symplectomorphism ¢ between exact symplectic manifolds, (¢* Ao — A1) is
already automatically closed.

On an exact symplectic manifold, symplectic isotopies are Hamiltonian precisely if the
change in the pullback of the Liouville form is given by the exterior derivative of an action
integral:

3.2 Lemma (Characterization of Hamiltonian isotopies on exact symplectic manifolds). Let
(M,w = —d\) be an exact symplectic manifold. A symplectic isotopy (¢¢):e[o,1] starting at
the identity is a Hamiltonian isotopy if and only if there exists a smooth family of functions
Sy € C°(M) such that ¢; A — X = dS;. In this case, the S; are (up to a constant) given by

¢
Sy = | (MXs) + Hy) o ¢sds,
/

where X; and H; are the vector field and the Hamiltonian function that generate ¢;, respec-
tively.

Proof. We follow [Sanl4, Lemma 2.5] and [MS17, Proposition 9.3.1]. Assume first that ¢; is a
Hamiltonian isotopy generated by X;, which is in turn generated by H; via w(X,-) = —dH,.
We calculate the change in ¢; A — A :

d * _ d ol W L
p (PFA =) = @éf’t)‘ = ¢ (Lx,A)
= ¢ (d()\(Xt)) + thd/\>
= ¢ (d()\(Xt)) —w(Xq, '>)
= 6 (4NCX)) + dHL) = s

Here we have used the general expression for change in pullbacks along isotopies again
(compare Eq. (2)), as well as Cartan’s magic formula, the definition of w, the fact that H;
generates X; and the definition of S; from the statement of the lemma. Since ¢; A — A and dS;
both vanish for ¢ = 0, they must be equal at all times.

Now assume conversely that ¢; A — A = dS; for a symplectic isotopy ¢, generated by the
vector field X; and any smooth S;. Define the map

H, = —A(X)) + (%St) 0.

We claim that this generates X; and thereby makes ¢; a Hamiltonian isotopy. Indeed

—aHy = d(MX0) — (67)" TS, = d(AX0) ~ (67 5 (63— X) = —rx,dh = (X0, ),

where we just computed the exterior derivative, used the assumption, and then the formula
for pullbacks along isotopies and Cartan’s magic formulas. We can then apply the argument
of the first half of the proof to show that S; must be given by the action integral, up to a

constant.
]

This means in particular:
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3.3 Corollary. Every Hamiltonian symplectomorphism on an exact symplectic manifold is
also an exact symplectomorphism.

The notion of exactness can also be extended to Lagrangian submanifolds:

3.4 Definition. A Lagrangian submanifold ¢+ : L — M of an exact symplectic manifold
(M,w = —dX\) is exact if ¢*\ is exact (it is always closed).

Proposition. Exactness of a Lagrangian submanifold is preserved under exact symplecto-
morphisms.

Proof. Assume ¢ : (Mq,\1) — (Ma, A2) is an exact symplectomorphism such that ¢* Ay — A1 =
dn, and ¢ : L — M is an exact Lagrangian submanifold. Its image is then embedded via
oL : L — M,. Now

(1) Ao = 0* (¢*/\2) — ()\1 + dn) — Ay + dn,
so t: L — M is exact if and only if ¢v : L — My is. O

The canonical example of exact symplectic structures is the cotangent bundle with the
Liouville form:

3.5 (Exact symplectic structure on the cotangent bundle). Given a smooth manifold M, define
on the cotangent bundle 7 : T*M — M the Liouville form

)\can(X) = a(ﬂ'*X)

for a tangent vector X based at « € T*M. This is the unique 1-form such that for all
a € QY M),

a Aean = @, (3)
where we regard o as a map M — T*M when taking the pullback (see e.g. Lemma 1.4.1
of [Gei08]). This induces an exact symplectic structure wegn = —dAcqrn on the cotangent bundle.

Note that the zero section and fibers are exact Lagrangian submanifolds. Moreover, every
deformation of the zero section by a Hamiltonian diffeomorphism is also an exact Lagrangian
by 3.2 and 3.4. The converse of this statement is known as the Nearby Lagrangian Conjecture.

3.2 Generating Functions of Subsets of 7% M/

Generally speaking, a generating function on some smooth manifold M is a function that
characterizes a subset of the cotangent bundle T*M. Under sufficiently nice circumstances,
this subset is automatically a Lagrangian submanifold. The aim is to have a correspondence
of critical points of the generating function to intersections of the Lagrangian with the zero
section, allowing us to study its geometry through Morse theory. Here, we will first consider
simple generating functions defined on M itself, and then a more general framework due to
Hormander [Hor71] where the function is defined on a fiber bundle over M.

This and the following section are mostly based on expositions in [San13; San14; Thé98;
Gra+17]. However, definitions and propositions have been significantly reformulated for a
careful separation of generating functions of subsets of T*M and maps on R?”, and much
more care was taken to make the statements applicable as stated to where they are used. This
is necessary® since the lift of the contactomorphism to which this theory will be applied fails
to be smooth at 0. We also add a number of proofs that were omitted in these sources.

The crucial observation to generate Lagrangian submanifolds from functions is that graphs
of a closed differential form are Lagrangian. To be precise:

5Sandon acknowledges this, but only argues by analogy to the regular case.
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3.6 Definition (Simple generating forms and functions). We say a submanifold of T* M arises
from the simple generating form « if it is given by the graph I', of «, and a submanifold
arises from the simple generating function f € C°° (M) if it is given by the graph I'gs of df.

Proposition. Consider the submanifolds I',, generated by the 1-form a € Q'(M) and Tar
generated by f € C*°(M) and equip T*M with the canonical exact symplectic structure
from Remark 3.5. Then the following holds:

(i) Ty, is Lagrangian if and only if « is closed,
(ii) T, is exact Lagrangian if and only if « is exact,

(ili) critical points « of f correspond precisely to intersections of I'gs with the zero section
in T*M. x is non-degenerate if and only if the intersection is transverse.

Proof. Regarding « as as an inclusion M < T*M with image Iy, we can use Eq. (3) to
compute the pullback of the symplectic form along « :

afw = a’dA = d(a* ) = da

Since the pullback of w along an immersion vanishes if and only if the restriction to its image
is zero and since dim Ty, = 5 dimT*M, Lemma 2.5 (iv,v) allow us to conclude part (i) of the
statement. Similarly, a*\ = o immediately establishes part (ii).

To show (iii), assume f € C°°(M) is a simple generating function, i.e. o = df. A critical
point is a point x € M where df does not have full rank, which is equivalent to d, f = 0 since
f is scalar. But this just means that o and the zero section intersect at x.

Consider local coordinates ¢ € R™ around z and induced coordinates (¢, p) € R™ x (R™)* of
T*M. The graph I'g is given by (¢,p) with p = 0f/0q in these coordinates. The intersection
with the zero section at x is transverse if the tangent directions 9% f/8%q € (R")* x (R")* of
the graph span all directions in (R™)* when inserting arbitrary v € R™. This is exactly the
same as the Hessian matrix of f having full rank, i.e. « being non-degenerate. O

We want to consider a more general situation and enlarge the domain of our generating
functions to a fiber bundle p : E — M. To relate this to the cotangent space of M, we consider a
submanifold Ng of T*E that philosophically adds an artificial parameter to the bundle T*M :

3.7 Definition. Define for a fiber bundle p : £ — M the fiber conormal bundle
Ng := {(e,a) eT'E ‘ a|kerd€p = 0}.

Proposition. Ng is a regular coisotropic submanifold of the cotangent bundle T* E equipped
with the canonical symplectic form. The symplectic reduction of Ng is symplectomorphic
to the cotangent bundle T* M of the base space via the map

Vg : T*M — (NE)w

that is defined by Ug(5) = [B(dp|rg-)] for all B € T* M.
Definition. Define the symplectic map

WEINE%T*M

by setting 7g = \Ilgl o mp, where mg : Ng — (Ng), is the quotient map of the symplectic
reduction.

Proof. 1t is straightforward to check in canonical coordinates of T*FE that Ng is a coisotropic
submanifold. In particular, the distribution N is integrable. Note that two forms a. € (Ng)e
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and o, € (Ng). lie in the same leaf if and only if p(e) = p(¢/) and for all X € T.E, X' € T. E
with dpX = dpX’ we have that a.(X) = al,(X’). This means leaves contain forms that differ
only in their position along the artificial fiber but otherwise match each other on lifts of vectors
from TM.

For regularity of Ng, we need to check the two conditions of Definition 2.8. Given any
a. € (Ng)e, we can take for S a section a of Ng that extends a.. Transversality and the
Hausdorff property of the quotient space follow in canonical coordinates by our characterization
of the leaves.

By the Proposition in 2.8, we can conclude that (Ng),, carries a smooth manifold structure
and symplectic form @ that is induced by the smooth quotient map. This also makes the map
U smooth and symplectic. To see that it also is a diffeomorphism, one can check explicitly
that it is a bijection and, in canonical coordinates, that it is a local diffeomorphism. O

3.8 Definition. Consider the fiber conormal bundle Ng of p: E — M and let F': E — R be
differentiable. We define the set of fiber critical points
Yp = {e € E | e critical point of F|,-1(y())}

and the map®

iF : ZF —T*M
e wp(dF).

We now say that F is a (Hormander) generating function of the image ip(Xr).

3.9 (Relation to simple generating functions). Note that simple generating functions of Defini-
tion 3.6 are a special case of Hérmander generating functions: By setting £ = M and p = Idyy,,
we have that Np = T*M, Y = M, mg = Idp« s such that ip(Xg) is the graph of dF.

Note that {deF ‘ e E X F} = dF N Ng. If this intersection is transverse, this generalized
setup still yields immersed Lagrangian submanifolds:

3.10 Lemma. Let F': E — M be a generating function on the fiber bundle p: £ — M. If F
is smooth and dF' is transverse to Ng around a given point e € ¥, then i is a Lagrangian
immersion around e.

Proof. By Proposition 3.6 part (i), dF is a Lagrangian submanifold of T*E. By assumption,
a neighbourhood of d.F in dF intersects Ng transversally. By Lemma 2.9, the image of that
neighbourhood intersected with Ng under the quotient map g : Ng — (Ng),, is an immersed
Lagrangian. Since ig is, up to identification of e with d.F, given by the composition of 7|5
with the symplectomorphism \Ilgl, we are done. O

3.11 Proposition (Critical points correspond to intersections with the zero section). Let
F : E — M be a generating function on the fiber bundle p: £ — M.

(i) e € E is a critical point of F if and only if e € ¥ and ip(e) = 0, i.e. if ip(Zp)
intersects the O-section of T*M at p(e). If iF is injective, every intersection at x € M
corresponds to exactly one critical point of F in p~!(z).

(ii) If F is smooth around a critical point e € E, dF intersects Ng transversally around e
and U C X is a neighbourhood of e small enough such that ix(U) C T*M is a sub-
manifold, then the following holds: The corresponding intersection of iz (U) with the

6This is a well-definition since de ' € N by construction of Xp.
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zero section in T7% M is transverse if and only if the critical point e is non-degenerate.
This equivalence also holds when considering transversality and non-degeneracy along
any subspace of T;(E)M .

Proof.

Regarding (i): Since we have d.F' = 0 by definition for a critical point e € E, we immedi-
ately get e € Xp and ip(e) = 0. If conversely e € ¥ and ip(e) = 0, the first condition implies
that d.F vanishes in the fiber direction, while the second guarantees that mo(d.F) = 0 for the
quotient map m : Ng — (Ng),. This means d.F coincides with a zero form on lifts from the
base space M, i.e. it vanishes horizontally too and d.F = 0.

If i is injective, then there can just be one e € ¥ with ip(e) = 0 for every intersection
at p(e) = x.

Regarding (ii): Consider the case where E' = R® x R and write (¢,v) € R® x R®. This case
implies (ii) by imitating the following argument in local coordinates induced by coordinates
on M:

In this situation, we have

dF ={(¢, v, 0cF(C,v),0,F(C,v)) € Ex E|[(¢v) € E},
Ng=R*xR’xR*x {0} CE x E,
Yp=dF N Ng,
ZF(ZF) = {(C,acF(g,V)) € R x R* | (C,V) € ZF}
At a critical point (¢,v) of F, we have 0F/9((,v) = 0 such that iz(¢,r,0,0) = ({,0). Note
that this is consistent with part (i) of this proposition. The critical point is non-degenerate
precisely if the maps

oF . R b a\* OF .

a—C.R x R” — (R%) and E
are submersions at that point. In our concrete situation, the second of these being a submersion
is exactly transversality of the intersection of dF' and Ng (compare Lemma 3.17), which holds
by assumption. The first being a submersion is precisely transversality of the intersection of
ip(XF) and the zero section. This argument also works when considering transversality and
non-degeneracy along any subspace of T;(C)M . O

R® x R® — (R®)*

3.3 Generating Functions of Maps on R?"

In this section, we expand our discussion of generating functions to maps on Euclidean space.
Under sufficiently nice circumstances, this map is automatically a symplectomorphism with
regard to the standard symplectic structure. We will in particular see that we can relate
critical points of the generating function to fixed points of the symplectomorphism and discuss
a composition formula approach to proving the existence of generating functions for a given
symplectomorphism.

Like the previous section, this is mostly based on expositions in [Sanl3; Sanl4; Thé9s;
Gra+17], but definitions and propositions have been significantly reformulated and omitted
proofs were added.

The central observation to extend our theory to symplectomorphisms is that some La-
grangian submanifolds of signed symplectic product spaces M1 x Ms correspond to symplec-
tomorphisms ¢ : My — Ms:

3.12 Lemma (Symplectomorphisms as Lagrangian submanifolds). For two symplectic man-
ifolds (M;,w;), i € {1,2}, let M1 x M be the product space M; x My equipped with the
2-form

W= —piw + piwa,
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where p; : My x My — M, are the projection maps.
(i) @ is a symplectic form.

(ii) The graph I’y of a smooth map ¢ : My — My is an embedded submanifold of M1 x M.
It is a Lagrangian submanifold if and only if ¢ is a symplectomorphism.

(iii) If ¢ is a symplectomorphism on (M, w;) = (Ms,ws), then the diagonal A in My x M,
is another Lagrangian submanifold. Fixpoints of ¢ then correspond precisely to points
of the Lagrangian intersection I'y N A. This intersection is transverse exactly when the
fixed point is non-degenerate.

Proof. We recall standard arguments, see e.g. Proposition 3.8 of [Can03].

Regarding (i): @ is a smooth 2-form by construction, closed by compatibility of pullback
and exterior derivative, and non-degenerate by a straightforward computation.

Regarding (ii): A smooth submanifold embedding is given by the map ¢ : My — My x My
defined as p — (p, ¢(p)). Note that since p1¢ = Idys, and pat = ¢, we have

o= —w1 + ¢*ws.

Now I'y is Lagrangian if and only if ¢*@ = 0, which by the above is exactly the case when
w1 = ¢*ws. o

Regarding (iii): The diagonal is Lagrangian: For the smooth embedding ¢ : My — M x M,
defined by p — (p,p) we have p1t/ = pot/ = Idyy,, so in particular

SO = —w1 +w; =0.

The rest of the statement follows immediately by definition of (non-degenerate) fixed points.
O

Say we have a symplectic identification of a neighbourhood of the graph of ¢ with an open
set in the cotangent bundle in a way that maps the diagonal onto the zero section. If the
image of the graph is a submanifold generated by some generating function F', then we can
say that F' also generates ¢. In the compact case, the Weinstein Lagrangian neighbourhood
Theorem 2.6 can provide such an identification for ¢ C'-small. We instead follow [Gra+17]
and choose an explicit global identification specifically for Euclidean space:

3.13 (Symplectic identification for Euclidean space). We can define a symplectomorphism 7 :
R27 x R?" — T*R?" from the signed symplectic product in the sense of Lemma 3.12 to the
cotangent space of R?" with the canonical symplectic form by setting

z+X y+Y
2 72

T(xay,XaY)< ,viXx>

In complex notation, this reads

(2, 7) = (z+Z

J(z—Z)).

The diagonal in R2" x R?” is mapped to the zero section in T*R2".

3.14 Definition. Let ¢ be a map on R?". We say a differentiable function F : R?" x RF - R
defined on the trivial vector bundle p : R?" x R¥ — R?" is a (Hormander) generating function
of ¢ if

iF(ZF) = T(F¢) g T*RQn,

i.e. it generates the graph I'y C R?" x R?" of ¢ up to identification via 7. If k = 0, we say
F' is a simple generating function of ¢.
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3.15 (Relation to other definitions in the literature). Note that our simple generating func-
tions are essentially a coordinate-free version of the generating functions of type V in [MS17].
They were used in Chaperon’s proof of the Conley-Zehnder theorem, and using a Weinstein
neighbourhood instead of our identification 7 allows one to use analogous generating functions
for the C'—small versions of the Arnol’d conjecture and its contact version (see e.g. [San13]).

Our definition of Hormander generating functions is somewhat more general than those
typically found in the literature (e.g. [Thé98; Sanl3; Gra+17]). These also assume for gen-
erating functions of subsets of T*M that F' is smooth and dF intersects Ng transversally.
We have seen in Lemma 3.10 that this turns ir into a Lagrangian immersion. For generating
functions of maps on Euclidean space, the literature commonly requires that ip is even an
embedding”. The reason for our more general definition is that we need to apply results to
generating functions of lifted contactomorphisms, which do not satisfy any of these strong as-
sumptions. We can therefore only speak of generated subsets and maps instead of Lagrangian
submanifolds and symplectomorphisms, respectively. While [Thé98] and [San13] argue mostly
by analogy that necessary results essentially continue to hold, we separate granularly which
additional assumptions are needed for any given part of the argument.

In particular, we will see that injectivity of i g is needed for a one-to-one correspondence of
critical points of F' to fixed points of ¢ (Prop. 3.18(i)). The transversality of dF' and Ng is re-
quired both for notions of non-degeneracy to match under this correspondence (Prop. 3.18(iii))
and for the generated map to preserve the symplectic form (Lemma 3.16).

3.16 Lemma. Let F : R?” x RF — R be a generating function of a map ¢ : R — R?". If
F is smooth and dF transverse to Npznygs around some point (¢,v) € R?" x R¥ then ¢ is
smooth and preserves the standard symplectic form around (.

Proof. By applying Lemma 3.12 (ii) locally, we only need to show that the graph ¢ — (¢, #(¢))
is a Lagrangian immersion. Since 7 is a symplectomorphism and ir(Xr) = 7(I'4), this imme-
diately follows from Lemma 3.10. O

Now that we restrict ourselves to the FEuclidean setting, we can write down concrete ex-
pressions for the objects used to define generating functions:

3.17 Lemma (Formulae for the Euclidean setting). Let F : R?® x R¥ — R be a generating
function of a map ¢ on R?" with respect to the trivial fiber bundle p : R?"* x R¥ — R?". We
then have

Sp={((v) e R xRF | 2E(¢,v) =0},
in(C.v) = (¢ FECw)),

and the intersection of dF and Npenypr at ((,v) € X is transverse if and only if %—f :
R2" x RF — (R¥)* is a submersion at (¢,v).

Proof. The first equation follows by the definition of ¥ since the total derivative of F'[,~1 (¢ .
can be canonically identified with %—f.

By definition, ip(e) := \Ilglwo(deF), where m9 : Ng — (Ng), is the quotient map of
the symplectic reduction. For E = R?" x R* and e = ((,v) € X, it follows that d.F =
(&2 %—f, 0) € T*E = R? x R¥ x R?" x R*. The second equation of the lemma follows since
mo projects out the last factor and \Ilgl the second.

The intersection of dF' and Ng = R?" x R¥ x R?" x {0} at e € ¥ is transverse iff these

spaces together span all directions of T*E. N clearly spans all but the last factor. So we have

Strictly speaking, [San13] only requires the image of ir to be an embedded submanifold.
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transversality iff the tangent spaces of dF restricted to that factor, i.e. the image of d(%—f),
span all of R*. This is exactly regularity of g—f. O

3.18 Proposition (Critical points correspond to fixed points). Let F : R?” x R¥ — R be a
generating function of a map ¢ on R?".

(i) (¢,v) is a critical point of F if and only if ¢ is a fixed point of ¢. If ip is injective, then
this is a one-to-one correspondence.

(i) If F is smooth around a critical point (¢, ) € R?" xR* of F', and dF intersects Ng2n gk
transversally at d ,)F, then (¢,v) is a non-degenerate critical point if and only if ¢ is
a non-degenerate fixed point of ¢. This equivalence also holds along any subspace of
T M.
p(e)

Proof. Regarding (i): Fixed points ¢ € R?" of ¢ correspond one-to-one to points ({, () where
the graph I'y intersects the diagonal. Under the identification map 7, this corresponds to
points (¢,0) in T*R?", i.e. intersections with the zero section. The statement now follows by
Proposition 3.11 (i), which tells us that these intersections correspond to critical points of F'
and that this correspondence is one-to-one if i is injective.

Regarding (ii): Under the identifications via 7 and ip, transversality of an intersection is
preserved. The statement follows by Proposition 3.11 (iii). O

A central tool to construct generating functions is the following:

3.19 Proposition (Composition formula). Let Fy : R?" x RFt — R and Fy : R?" x R*2 —» R
be generating functions of the maps ¢; and ¢ on (R?", wyq) and define

Fy#£F,  R¥r2ntanthitks R
(¢;C1, Goyv1,v2) = F1(Cryvn) + Fa(Cas v2) — 2 wsta (G — ¢, G2 — @)
(i) F1#F>, is a generating function for the composition ¢ := ¢o¢;.
(ii) If ip and ip, are injective, then ip x4, is as well.

(iii) Let (q,¢1,C2,v1,12) € Y4, and assume for j = 1,2 that around ((j,v;), Fj is
smooth, dF; intersects Nps,, , p~; transversally. Then around (¢, (1, (2, v1,v2) € X 45,
Fy#F5 is smooth and d(F#F») intersects Npan ypan xp2n x gk xgk2 transversally.

Proof. We roughly follow the proof of Proposition 2.2 in [Gra+17]. For brevity, we write
F := F\#F5. Note that I is differentiable since F; and Fy are.

Before proving parts (i)-(iii), we first find more convenient characterizations of the ele-
ments in X and the map ir. Compute the components of the vertical derivative of F' at

(q,C1,Co, 11, 12):

oF 0 . oOF 0I
gr _d971 _ or Y
0¢1  0G 26— ), oy Oy’
oOF 0@, . OF  0F,
G _ 92 i — or _ 9%
0  0G iG1—a), Ovy Oy

By Lemma 3.17, we therefore have

(Cl,Vl) € EF] and (CQaVQ) € Ean
(¢,¢1,C2,v1,12) €Xp = ?%1 = —2i(C2 — q), (4)
G2 =2i(G — q)-



Since the F are generating functions of ¢;, ({j,v;) € X is equivalent to the existence of
z; € R?™ such that ((j,v;) € i;jl (1(25,¢(%;))). By Lemma 3.17 and definition of 7, the latter

is equivalent to
(6 2850Gm)) = (25 it - o500 )

Using this equation, we can reformulate the remaining conditions on the right hand side of
Eq. (4) in a straightforward computation to get®

Vi€ {12} 1 (¢G,vy) € i, (T(25505(2))),
(q,C1,Co,v1,10) €Xp = 21,22 €R¥™ 1 { g = (21 + (21))/2,
23 = ¢1(21).
(6)

We can also use Eq. (5) and eliminate z5 to restate this in a more convenient but less suggestive
way:

q=(21+¢(=1))/2,
G = (21 + ¢1(21))/2,
(0:C1,G,v1,v2) €S = Fz1 €R: { G = (d1(21) + 6(21))/2, (7)
Gt (Crym) =iz — ¢ (21)),
8F2( Vo) = i(d1(21) — ¢(21))-

To express i more conveniently, we first compute the horizontal derivative of F":

°"\

0
871;(% G, Co, 1, 12) = 2i(C1 — C2)-
For (q,¢1,C2,v1,12) € ¥p, Eq. (7) with 21 := i (¢1,71) and Lemma 3.17 then give
ie(aG o) = (2L i - 0(a0)) = vl o) ©

Regarding (i): We need to show that ip(Xr) = 7(T'y). Eq. (8) gives ip(Xr) C 7(T'y)
immediately. In the opposite direction, we can write any element of 7(I'y) as 7(21, ¢(z1)) for
some 21 and set z» := ¢1(z1). Since the F; are generating functions, we can then find ((;, v;)
and ¢ that satisfy the right hand side of Eq. (6). Again by Eq. (8), this yields a preimage
(q,(1,Cayv1, 1) of T(21, d(21)) under ip.

Regarding (ii): Assume ip(q, (i, Co,v1,12) = ip(q,C], (5, V1, 15). ip preserves fibers by
construction, so we have ¢ = ¢’. Considering Eq. (8), injectivity of ig, gives ((1,v1) = (¢, v]).
By Eq. (6),

ir, (G2 v2) = T(22, $2(22)) = ir, (G5, 1)
must then hold for zo = ¢1(21). Injectivity of ig, thus yields (¢a,v2) = (B, v45).
Regarding (iii): Smoothness at (g, (1, (2, v1, v2) follows immediately. To check the remaining

properties, consider for j = 1,2 the map

—1
T g, o) r (2,2 )2

éj

R?™.

in,
Hj : ij — ZFj(EFj)

Intuitively, it gives the point z; whose image under ¢; is determined by the fiber critical point
(¢j,vj). By Lemma 3.17 and the definition of 7, this map is given by

1 F;

(CJ7V])HCJ 2% %(ijljj)

8Note that in the original proof from [Gra+17], ({;,v;) and z; are related via a diffeomorphism. We have
this weaker relationship because we do not require that i has to be an embedding in the definition of generating
functions.
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The map H; is a submersion for dimensional reasons as each of the maps we used to define
it is an immersion (e.g. by Lemma 3.10 for ig,). It follows that the derivative of this map,

defined on T{(¢, v, XF; = ker(d(cj’l,j)(g—fj)), is surjective. By transversality and Lemma 3.17,
we furthermore have that the derivative of g—fj is surjective.
Together, this implies that the matrices

1 0°F; 1 _0%F,

Mo [ 2 +Idgen 3 dv;9¢;
J 0 F; °F;
9¢;0v; ov?

J
are surjective: The second row is surjective as the derivative of %, and the first row is the
J
derivative of H; extended to all of R2"*+k1 which we know to be surjective on the kernel of
the second row.
To show that we have a transverse intersection of d(Fy#F) and Npan gon xg2n xmF1 xRE2 at

(¢,¢1,C2,v1,v2), by Lemma 3.17 we need to show that the derivative

O(F1#F: OF OF: 0F, OF:
Hacts ooy = s 206050, 206 =) L 5 )
is a submersion, i.e.
2ldgan | BB 2 ldza S 0
2Idpen | —2i dezn 5 0 b
N
0 N R

is surjective. This now follows since we can use elementary row and column operations to bring
it into the form

* | M 1 0

* * M 2 ’

3.20 (Other composition formulas). Note that other composition formulas can be obtained
for different choices of the identification 7 and with different dimensions of the domain of
Fy#F5, compare e.g. [Thé98; Sanl3; Sanl4]. The formula above, which was first introduced
in [Gra+17], has the advantage of being almost symmetric in F; and F; and not requiring
one of the two to be a simple generating function in order for Proposition 3.19(iii) to hold.
However, it does exhibit a faster growth of the dimension of the domain than other choices.

O

3.4 Lifting Contactomorphisms from 5271 to R?"

We want to pull the notion of generating function on Euclidean space back to the sphere in
order to detect translated points. To achieve this, we follow [San13] and consider a lif¢ of
contactomorphisms on the sphere. This essentially glues in one additional point into the sym-
plectization of the sphere at the cost of smoothness in the origin:

3.21 Definition (Lifting contactomorphisms and contact isotopies from S?"~! to R?"?). Let ¢
be a contactomorphism on (S?"~! «a) and ¢; a contact isotopy generated by a Hamiltonian
function H : $?"~! x R — R. We define the lifts of ¢ and H, respectively, as

S¢ : R?™ — R, SH :R™ xR - R.
—39(2/I2)) <7> 0
2 {?e ’ o\m) #7 . (2,1) = |22H,(2/)2])
z =
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Proposition.

(i) S¢ is continuous and R, -equivariant. Outside of 0, it is a smooth symplectomorphism
with respect to the standard symplectic structure wgiq on R,

(ii) SHy(z) is homogeneous of degree 2 in z, i.e. SHy(\z) = A2SH,(z) for A > 0, and
continuous everywhere. Outside of z = 0 it is smooth and generates the lifts of ¢, i.e.

Wstd (iggﬁtv ) = 7d(S~Ht)

(iii) Discriminant points ¢ of ¢ correspond to radial lines R ¢ of fixed points of the lift So.
q is non-degenerate precisely when p is non-degenerate in the directions tangent to the
sphere of radius |p| for any (equivalently all) points p € Rg.

Proof. We will show that outside of zero, these maps are the symplectization from 2.16 and 2.17
under the identification along
PSS a) = (R*™\ {0}, wsta)
(q,0) — V2e%%q.

This is clearly a diffeomorphism. To see that it is a symplectomorphism, we need to verify
that

V¥ Wetq = d(eeoz).

Since « is the restriction ¢*\ of the Liouville form X along ¢ : $2"~! < C” and wgq = d), it
suffices to verify
N = FA

A= —ilz] (zdz - zdz>
|2 |2

in complex coordinates of R?® ~ C™. We indeed have

Y(So(1(2))) = ¥ (S(2/|z], 2In]z]))
= ¥((2/l2]), In 2| —g(z/|2])/2)
= [z] e 9D g (2/12]) = S(2)

by inserting

and
SH,(v(q,0)) = ¢’Hy(q) = SHy(q, ).

Regarding (i): Ry-invariance is immediate by the definition. We only need to check con-
tinuity in 0: Since ¢ and g are defined on a compact set, they have a minimal and maximal
value, so that S¢(z) tends to zero as |z| does. Outside zero, it is a smooth symplectomorphism
as it is a composition 1) o0 S¢ o 1~ of symplectomorphisms.

Regarding (ii): Homogeneity is immediate, and continuity in zero again follows since Hy
is defined on a compact set. To conclude that SH, generates S¢, outside zero, apply Def. &
Prop. 2.17 after identifying the symplectization along 1 as above.

Regarding (iii): Immediate by Proposition 2.21 (i) and the identification along . O

3.5 Generating Functions of Contactomorphisms on §%7~!

We extend our notion of generating functions to contactomorphisms on spheres via the lifts
from Section 3.4. The key observation is the following: As we will see in more detail in this
section, applying a general approach to proving existence using the composition formula to
lifts S¢ of contactomorphisms ¢ always yields generating functions G : R2"t% — R that are
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homogeneous of degree two, i.e. G(\z) = A2 G(z) for A > 0. Such functions are in particular
determined by their restriction to the unit sphere, so it stands to reason to call this restriction
F = G|g2n+r-1 the generating function of the contactomorphism ¢ on the sphere.

3.22 Definition (Generating functions on S?"~1). Let ¢ be a contactomorphism on (52", agiq).
For every function F : S?"tF=1 _ R we define the extension F:R™xRF 5 R by
F(\x) = A2F(z) for A > 0,z € §2"tF=1 and F(0) = 0.

We say F' is a generating function of ¢ if

(i) F' is differentiable and a generating function of the lift S¢ : R2® — R2" of ¢,
(ii) iz is injective and i (0) = 0.

(iii) Around any point ((,v) € Xz \ {0}, F is smooth and the intersection of dF and
Npgan gk iS transverse.

(iv) F has a Lipschitz differential everywhere.

F is a simple generating function if additionally k£ = 0.

3.23 (Remarks on Definition 3.22).

(i) The typical approach in the literature is to show that the lift of a contactomorphism on
a sphere or lens space can be generated by an appropriate notion of conical generating
function [Thé98; Sanl3; Gra+17]. We instead put the focus on the restriction of this
function to the sphere. We do not lose any information by this as it still determines the
conical generating function of the lifted symplectomorphism by homogeneous extension.
I prefer this approach as it allows for a simpler and more lucid formulation of the results
leading up to the main theorem.

(ii) We took a bare-minimum approach in defining generating functions of maps on Fuclidean
space for the reasons outlined in Remark 3.15. Definition 3.22 on the other hand is fitted
to our specific situation by incorporating the stronger assumptions 3.22.(ii)-(iv). This
allows for a simpler formulation of the upcoming propositions.

In order to show existence, we first translate the composition formula to the spherical
setting and subsequently consider the C?—small case:

3.24 Proposition (Composition formula). Let Fy : $?"tk1=1 — R and F, : §2nfke=1 5 R
be generating functions of the contactomorphisms ¢; and ¢z on (S?"~! agq). Then the
function Fy#F, : S6ntkitk=1 R defined by

Fi#Fy(z) i= (FL#Fy) | gonsiy40a-1 (),

Le. the restriction of the Euclidean composition formula from Proposition 3.19 applied to
the extensions F} and Fb, is a generating function for the composition ¢ := ;.

Proof. For brevity, we write F := Fy#F,. First note that F' = F}#F,. This follows since both
sides coincide on the unit sphere and are homogeneous functions of degree 2 for a positive
real factor: The former by construction, the latter since Fl and Fg are and the Euclidean
composition formula preserves this property.

We now need to check each of the four conditions in Definition 3.22 for F":
Regarding (i): F = EF1#F, is a generating function 0f~6~’¢25~‘¢1 by part (i) of Proposi-
tion 3.19. By functoriality of the lift this is just S(¢2¢1) = So.
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Regarding (ii): Injectivity of iz = Lpy Py follows by part (ii) of Proposition 3.19. Adapting
Eq. (8) from the proof of Proposition 3.19 to our situation gives

i]:"(qaglaCQ)Vlay?) = T(Zla8~¢(zl)) where 1 = Zﬁ‘l (<17V1)~

Asip (0) =0, S¢(0) = 0 and 7(0,0) = 0, this indeed yields i4(0) = 0.

Regarding (iii): Let p = (q,(1,¢2,v1,2) € ¥ \ {0}. By Eq. (4), (¢j,v;) € X, for j =1,2.
If (¢;,v;) # (0,0) for both j then the desired properties at p follow immediately by part (iii)
of Proposition 3.19 since F}; are generating functions on the sphere.

Assume instead towards contradiction that 3jo € {1,2} : ({j,,7,) = (0,0). Then by Eq. (6)
and the fact that Fj, is a generating function on the sphere, there exist 21, z2 € R?" such that

0=ip (0,0) = 7(24,, Stjo (20)) and 2z = Sé1(21).

In particular z; = 0, and since S¢1 is a bijection that preserves zero, this implies that both 2z
and 2o are zero. Again by Eq. (8), this yields iz (p) = 0. The contradiction p = 0 follows by
part (ii) of this proof.

Regarding (iv): The differential of F is made up of the differentials of Fy and FQ, which
are Lipschitz by assumption, and that of the bilinear map wsa((1 — ¢, — q), so that it is
Lipschitz itself.

O

3.25 Lemma. There is a neighbourhood U of the identity in the C2-topology on smooth
maps on S?"~! such that any time-1 map ¢ of a contact isotopy starting at the identity on
(52"~ ! agq) and remaining within U has a simple generating function F : $?"~! — R.

Proof. Denote the contact isotopy ¢;. The graph I'g o C R2" x R2" of the lift S¢ and the

diagonal in R2™ x R?" can both be canonically identified with R?™. The projection of the graph
onto the diagonal is then the map on R?" defined by ®(0) = 0 and

2+80(z) 2| [ 2 _1 z
P(z)i=————="—| — 29/120 g (= f 0. 9
(2) 5 >\ te ¢ E or z # 9)

We first construct the neighbourhood U such that ® is a homeomorphism and outside of
zero even a diffeomorphism. To do this, choose U small enough that the determinant of the
differential of ® is positive everywhere and the term in parentheses on the right-hand side
of Eq. (9) is bounded away from zero for all é € S?"~1. Note that we need to choose a

neighbourhood in the C? topology instead of the C' topology for this as the derivative of g
incorporates second derivatives of ¢.

The restriction ®|p; on M := R?" \ {0} is a proper map: Using e.g. the Bolzano-Weierstrass
Theorem, it is straightforward to see that the compact sets of M are the closed sets bounded
away from both zero and infinity. This boundedness is preserved by ® in both directions by
our choice of U, so that the preimage of a compact set is compact. This argument also works
for the homotopy (z,t) — (z + S¢¢(2))/2 connecting ®|y; to the identity. It follows that the
mapping degree of ®|y; is one (see Chapter III of [OR09] and in particular Proposition I11.2.5).

Since ®j; is regular everywhere by our choice of U, we can now apply Theorem II1.2.3
of [OR09] to conclude that ® indeed is a bijection on M, and by ®(0) = 0 also on all of R?". Tt
follows by invariance of domain and the inverse function theorem that the graph of S¢ projects
homeomorphically onto the diagonal, and diffeomorphically outside of zero.

Applying the identification 7 : R2" x R2® — T*R2" from Remark 3.13 yields that T(F5¢) -
T*R?" projects homeomorphically onto the zero section and thereby is the graph of some (not
necessarily smooth at zero) 1-form a.
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Restricting S¢ and a to M = R?" \ {0}, we see that 7(L'gy|,,) is the time-1 image of

the zero section of T*M under the isotopy W, := (7 o (Id,S¢;) o 7 1)|p-as. This isotopy is
Hamiltonian since every contact isotopy is generated by a contact Hamiltonian that lifts to a
symplectic Hamiltonian by Proposition 3.21 (ii). It follows by Corollary 3.3 that the isotopy
consists of exact symplectomorphisms. By Proposition 3.4, this means that 7(I'g ¢|M) is an

exact Lagrangian submanifold. «|s is then an exact form dS; for the smooth S; : M — R of
Proposition 3.6 (ii).

The lift is homogeneous of degree 2 by construction. As S; arises from the formula for
S; in Proposition 3.2, it is homogeneous of degree 2 as well. This means its first derivatives
are homogeneous of degree one and thereby extend continuously from M to R?". The second
derivatives are R o—invariant, so that this extension is Lipschitz. By continuity of the first
derivatives and «, we have a = dS; on all of R?" for this extension S; of Si.

A (simple) generating function of ¢ on the sphere is now given by F' := Sl\ g2n-1. We
have just seen that F' = S; is C' with Lipschitz differential, generates the lift S¢ and is
smooth outside of zero. The remaining conditions for generating functions on a sphere from
Definition 3.22 are all satisfied trivially since we have constructed a simple generating function.

O

We are now ready to show the existence of generating functions of all time-1 maps of contact
isotopies on the sphere:

3.26 Proposition. Let ¢ be the time-1 map of a contact isotopy starting at the identity on
(8271 agiq). Then there exists a generating function F : §2"+k=1 5 R of ¢.

Proof. For the contact isotopy ¢;, we can always choose a sufficiently large N and numbers
O=to<ti <..<ty=1

such that each 1+ == ¢y, 4 (t;—t;_1)¢ ogbt_jl_l for j = 1...N,t € [0,1] is a contact isotopy starting
at the identity that satisfies the C%-smallness assumption of Lemma 3.25. Thereby each v,
is generated by some simple generating function F};. Inductively applying the composition
formula then yields

F = Fn#(..#(F1#F0)...)

as a generating function of

$1 = (ey © ¢t_N1,1) 0..0(¢ 0 ¢E)1)
=1YN,10...0%1 1.

We have a correspondence of critical points and discriminant points:

3.27 Proposition. Let ¢ be a contactomorphism on (S2"71, agq) with a generating function
F . g§2ntk—1 4R,

For every critical point (¢,v) € §2"tF=1 C R2"+F of F with value 0, ¢/|¢| € S*" ! is
a discriminant point of ¢. This correspondence is one-to-one and the notions of degeneracy
match.

Proof. By construction of F', each critical point (¢, v) EAS%‘*"“_l of F with value zero® cor-

responds one-to-one to a radial ray of critical points of F' starting at zero and passing (¢, v).

9 Any other critical points of F fail to be a critical point of F due to homogeneity of degree 2 in the radial
direction.
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Since F' is a generating function on the sphere, 4 5 is injective so that according to Propo-
sition 3.18 (i), these rays correspond one-to-one to rays of fixed points of S¢ starting at 0
and passing (. By part (iii) of Proposition 3.21, each of these corresponds one-to-one to a
discriminant point ¢/|(| of ¢.

By part (iii) of Definition 3.22, we can also apply part (ii) of Proposition 3.18 along the
subspace perpendicular to the radial direction. It follows that each of the steps above preserves
(non-)degeneracy of critical points, fixed points and discriminant points (outside of the radial
direction, where applicable).

O

For the Reeb flow, we will require generating functions with a number of particularly nice
properties:

3.28 Proposition. Consider the negative Reeb flow a;(z) := e~ 2™z on S?"~!. Then there is
an m € N and a smooth family of generating functions (A4; : S?"*"~1 — R);co,1) of a; such
that:

(i) The extensions A; : R2"*™ — R form a smooth family of quadratic forms.

(i) 0A;/0t <0 on D4 \ {0} CR¥H™,

(iii) ind(A;) —ind(Ag) = 2n holds'®.

Proof. This proposition and its proof are based on Lemma 4.4 of [Thé98], augmented with an
additional computation for (iii).

We first show that the quadratic form
Q+(2) := —tan(wt)]|2||
on C" ~ R?" generates Sa, for t € [0,1/2). The graph of Sa;(z) = e 2™z is given by
{(z,e72™2) | z € C"}, which under the identification T gets mapped to
7(Ts,,) = {((1 + e‘zmt)g,iz(l - e—%“)) |z e cn} .
Reparametrizing this in terms of the first variable via z — 2iz(1 — e=2™%)~! (this is a diffeo-
morphism since ¢ < 1/2) yields
™(Lg,,) = {(z, —2tan(nt)z) | z € C"},

i.e. the graph of the 1-form —2tan(nt)z = d.Q;. Thus Q; is even a simple generating function
of Sa; for t < 1/2. As it also is smooth everywhere, all conditions for the restriction to the
sphere being a generating function of a; are met automatically.

Regarding construction of A; and (i): We now set m = 8n and

At = Qt/3#(Qt/3#Qt/3)'

This is a smooth family of quadratic forms because each @ is. For the same reason, it satisfies
Ar(A\x) = A2 A4(z) for A € R>g and thereby is the extension of the restriction A; := As|gzn+m-1,
as our notation suggests. Per Proposition 3.24, A, is a generating function of a;.

Regarding (ii): By definition of A, and the composition formula (Proposition 3.19),

Ai(q,¢1,CoyCar ) = Qi/3(C1) + Qi/3(Ca) + Qry3(Ch)

10The index ind(Q) of a quadratic form @ is the number of negative eigenvalues of the coefficient matrix.
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- 2wstd(<a - 427 Cb - CQ) - 2wstd(<1 —q, CQ - q) (10)

The time derivative of A, fails to be strictly negative exactly at points where (; = (, =
¢» = 0. So we are done if (q,(1,(2,Ca, () € Y4, and G = (o = ¢ = 0 already imply that (o
and ¢ vanish, too. By Lemma 3.17,

54, = {(0:¢,¢, 6 G) €RYOM | 0A/0(Cr, G, Car ) = 0}
AfAter evaluating the derivative, aAt/aga = 0 and {, = (, = 0 indeed yield {(; = 0, and
8At/afl =0 and Cl = 4'2 =0 yleld q= 0.

Regarding (iii): In a lengthy but mindless computation, we can evaluate Eq. (10) at t = 0, 1
and calculate the eigenvalues of the coefficient matrices to verify that

ind(Ap) = 5n and ind(4,) = 7n.
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4 Proof of the Main Result

In this chapter, we follow Sandon’s proof [Sanl3] of the special case of the contact Arnol’d
conjecture 2.27 where the underlying manifold is a sphere: Every generic contactomorphism ¢
of S2"~1 which is contact isotopic to the identity has at least two translated points. However,
due to a gap in Sandon’s argument, we need to replace the condition that ¢ is contact isotopic.
Instead, we assume that ¢ has a generating function F : $2"**=1 — R such that the sublevel
set {F#0 < 0} is either empty or an embedded submanifold with non-trivial homology.

In the first section of this chapter, we will introduce cell attachments and a parametric
Morse theory that will relate discriminant points of contactomorphisms to the homology of a
sublevel set of their generating function. In the second section, we investigate the homology of
the sublevel sets {A;#F < 0}, where A; generates the Reeb flow. We can then combine these
findings to prove the main result in the last section. Here, we also discuss the impact of the
gap in Sandon’s argument.

4.1 Cell Attachments and Parametric Morse Theory

Our goal is to detect the presence of translated points, which the generating function approach
relates to critical points. In turn, Morse theory provides a connection to topology, allowing us
to detect translated points using topological invariants. This essentially builds on the insight
that the sublevel sets f~((—o0,a]) of a function f : M — R change by attaching cells when
passing non-degenerate critical points.

In this chapter, we will first discuss cell attachments and how we can detect them by their
effect on the Betti numbers of the space. We then fill out the details of a parametric Morse
theory that Sandon outlines in [Sanl3; Gra+17]. In this part, we will crucially draw from
Milnor’s [Mil63].

4.1 Definition (Cell attachment and CW complexes).

(i) An n-cell is the topological space D™ := {x € R™ | ||z|] < 1}.

(ii) A topological space arises from a topological space Y by attachment of an n-cell along
an attachment map ¢ : D™ — Y if it is given by the quotient space

Y Uy D" := (Y UD")/ ~,

where ~ is the equivalence relation that identifies every € 9D™ with ¢(x) € Y. Note
that for n = 0, this is a disjoint union with a point since D" = .

(iii) We say a space X is a CW complex if it arises by the following process: We start with
a discrete set X°, construct X™ from every X" ! by attaching an arbitrary number
of n-cells and finally take the union X = [J,, X™ equipped with the weak topology.
We regard the decomposition of X into cells as part of the CW structure. For more
details, see e.g. Chapter 0 of [Hat02].

It is a well-established fact that every manifold is a CW complex:
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4.2 Theorem (Triangulation). Every smooth manifold M admits a triangulation, ie. a
homeomorphism to a simplicial complex. In particular, this induces a CW complex structure
on the manifold M.

Proof. See e.g. [Whid0]. O

We will use the following proposition in the proof of the main theorem to detect cell
attachments through homology:

4.3 Proposition. Let X be a CW complex and ¢ : D™ — X an attachment map of an n-cell
into X. Then exactly one Betti number of X changes when attaching the cell.

Proof. This argument is adapted from [RV06], where it is given in the context of simplicial
homology.

Write Y := X Uy D". Recall that the j-th Betti number is the rank of the j-th integral
singular homology group. As such, they are invariant under homotopy equivalences. Following
the arguments in the second paragraph of the proof of Theorem 3.5 in [Mil63], we can find a
CW complex Y’ that is homotopy equivalent to Y and carries the same CW structure as X,
except for one additional n-cell''. We will denote this additional cell by o.

We can now calculate the Betti numbers of the CW complexes X and Y’ with cellular
homology. For a precise definition and a proof that it coincides with singular homology, see
e.g. Chapter 2.2 of [Hat02]. The j-th element C; in the cellular chain complex can be seen as
the group of integral linear combinations of j-cells, linked together by the natural boundary
homomorphism d; : C; = C;_;. By rank-nullity we have

tk C; = rkkerd; 4+ rkimd;. (11)
As usual, the homology groups and the Betti numbers can be calculated as

ker d;
Hj=—%  and  B;:=rkH, =rkkerd; — rkimd,,. (12)
1mdj+1

Turning back to our specific cellular complexes Y’ and X, it follows by their construction
that
(X)) Z for j =
C;(X) otherwise.
Since only C,,(X) and C,,(Y”) differ, H;(X) and H;(Y") as well as the j-th Betti numbers must
coincide for all j & {n — 1,n}. We now distinguish two cases based on whether d,,c € imd} '
also lies in im d;X:

If d,o ¢ imdX, we intuitively have that the attachment of o closes up an n-dimensional

'hole’ in X. Clearly
/ tkimd¥X +1 forj=n
rkimdY = J ’
J {rk im d¥ otherwise,

such that

kkerd?’ (11),(13) C;(X)+1- rkimd]X —1 forj=n, (11) dker 4
! Cj(X) —rkimd¥ otherwise, 7

1Tt is not true that we can just take the CW structure of X and add in the additional n-cell to obtain a CW
structure of Y: It is not clear that the cell gets attached only to cells of lower dimension, which the definition
of a CW structure requires. However, Milnor uses cellular approzimation of the attachment map to find a
homotopic map ¢’ that attaches to sufficiently low dimensional cells. His Lemma 3.6, a compatibility result
about cell attachments, homotopies and homotopy equivalences, then gives the desired homotopy equivalence
between Y and Y’ := X Uy D"
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It follows with Eq. (12) that

Bj(X)—1 forj=n-—1,

BiY") = {ﬁj(X) otherwise.

If dyo € d,,(C (X)), the attachment of ¢ instead creates a new (n + 1)-dimensional "hole’.
In this situation, we immediately have rkim d}/ =rkim d]X such that

v (11),13) | Cj(X) +1—rkimd¥ for j=n, | an |rkkerd¥ +1 for j =n,
rk ker d; = J = J
I Cj(X) —rkimd¥ otherwise, rk ker X otherwise.

It follows with Eq. (12) that

e Bi(X)+1 forj=n,
) = {Bj(X) otherwise.

In both cases we see that exactly one Betti number changed. O

We recap some basic definitions of Morse theory:

4.4 Definition (Critical points). Let M be a manifold and f : M — R differentiable.

(i) A critical point of f is a point p € M such that d,f = 0. A critical value is a number
¢ € R such that f~!(c) contains at least one critical point.

(ii) A non-degenerate critical point of index A is a critical point p € M such that

e f is smooth around p,

o there is a coordinate chart around p in which the Hessian matrix H,f of f is
non-singular and

 the dimension of the largest subspace on which H, f is negative definite equals A.

Note that the notion of non-degeneracy of critical points and their index is independent
of the choice of coordinate system by Sylvester’s law of inertia. While it would be sufficient
for the results of this section to require f to be only C? around critical points, we assume
smoothness here and in later statements for simplicity.

The following normal form Lemma is the corner stone of Morse theory:

4.5 Lemma (Morse). Let M be a manifold and f : M — R differentiable. Around any non-
degenerate critical point p of index A, there exists a chart (u;);=1.., in which the function
f: M — R can be written as

fu)=fp) —ui — .. —u} +udy + .+l

In particular, non-degenerate critical points are isolated.

Proof. See e.g. Lemma 2.2 in [Mil63]. O

The fundamental theorems of Morse theory establish that sublevel sets of a function on a
compact manifold with only non-degenerate critical points change up to homotopy equivalence
only by attaching cells when passing critical values. We will mimic this approach for parametric
sublevel sets: For some fixed value a and family f of functions, we investigate how the sublevel
sets {f: < a} change when varying t.

If a is a regular value of f; for all times ¢ we pass, nothing happens up to homotopy:
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4.6 Lemma (Relation of parametric sublevel sets without passing a critical point). Let M be
a compact manifold and f : M x [0,1] — R, (x,t) = fi(z) a Cl-map such that each f; has
a Lipschitz differential. Assume that a € R is a regular value of f; for every ¢ € [0,1]. Then
there exists an isotopy 6; of M such that 6;({fo < a}) = {f: < a}.

Proof. We mostly reproduce the proof of Lemma 4.14 from [Gra+17] for the reader’s conve-
nience.

Pick a Riemannian metric on M. Note that the open subset
U:={(z,t) | dfelo # 0} € M x [0,1]
is exactly the set of (z,t) such that the gradient V f;|, is non-zero. Define a vector field
up = V[ /||[Vfl|? on U :={x e M |dfi|. #0}

for each ¢ € [0, 1] and note that df;(u;) = 1 by construction.
Pick € > 0 small enough such that the closed neighbourhood

W= {(z,t) € M x [0,1] | [fo(2) —af <€}
of {(z,t) € M x [0,1] | fi(z) = a} is contained in U. Pick a smooth function
p:Mx[0,1] =R
with supp p € U and p(x) =1 for x € W. Define a time-dependent vector field Xyc(o,1) by
Xi(x) = —p(a,t) (0efi(z)) us(x) for (z,t) e U

and X;(x) = 0 otherwise. It is Lipschitz by assumption so that its flow 6; is well-defined on
the compact M.

We now claim that 6; is the isotopy that we are looking for. We can check

%ft(et(x)) = (0uft)(0c(x)) + dfe(X1)(0:(x)) = (L = p(0e(2), 1)) (Ocfi)(04(x)).
In particular, < f,(6;(2)) = 0 for (6,(z),t) € W, so 0,({fo = a}) = {fi = a}. As 0y = Idy,

0.({fo < a}) ={fi <a}

follows by continuity of the isotopy. O

If we do pass a time ¢ where a is a critical value, sublevel sets essentially change by cell
attachment:

4.7 Lemma (Relation of parametric sublevel sets passing a single critical point). Let M be
a compact manifold and f : M x [0,1] — R, (z,t) = fi(z) a C'-map such that each f, has
a Lipschitz differential and d;f < 0. Assume there are (z9,%9) € M x (0,1) and € > 0 such
that xo is a non-degenerate critical point of f;, with value a and index A, that 9,f < 0 and
f smooth in a neighourhood of (xg,tp) and that for all ¢ € [ty — €,to + €] there are no other
critical points of f; with value a. Then {f,+. < a} is homotopy equivalent to {f;,— < a}
with a A—cell attached.
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FIG. 2. Example of parametric Morse theory. The red mesh is the graph of a family of functions f, plotted
between time 0 and three different ¢. The thick black lines are the slices f; at those times t. The level set
{f = a} for a fixed value a is colored blue and the sublevel sets {f; < a} are green. As the critical point of f;
passes the value a, a 1-cell is attached to the green sublevel set.

Proof. This proof closely mirrors the proof of Theorem 3.2 in [Mil63]. The crucial difference
is that we use the implicit function theorem to locally construct a map h whose sublevel sets
{h <t} relate to the parametric sublevel sets {f; < a}. The proof then proceeds by bringing
the problem into a normal form with the Morse Lemma and constructing perturbed functions
ft and h around the critical point.

Choose a neighbourhood U of zy and § € (0,¢) small enough such that 9;f is bounded
away from zero on the closure of U x (tg — 0,t0 + 9). It follows that fi,_s(zo) > a and
fto+s(x0) < a. By shrinking U we may assume that f;,_s > a and f;,1s < a holds on all of
U. By monotonicity and the intermediate value theorem, we get that for all x € U there is
exactly one t € (tg—9,tg+ ) such that fi(x) = a. In other words, we can define a unique map

h:U—=R such that Jr@)(x)=a YreU.

Further shrink U and ¢ until f is smooth on the closure of U X (tg — d,tg + d). Since 0;f is
bounded away from zero, the implicit function theorem implies that h is smooth with

D.h = _(atfh(a:)(x))_lawfh(z)(x)7 (14)

so that critical points of h with value ¢ correspond to critical points of f; with value a. Taking
the second derivative at such a critical point shows that

D2h = = (0 fn(a) (€))% fn(a (). (15)

This means for any choice of metric that the Hessian matrices of h and fy, in z¢ are a positive
multiple of each other, so degeneracy and index are preserved under the correspondence of
critical points. In particular, xg is a non-degenerate critical point of h with index A.

By the Morse Lemma 4.5, we can further restrict U to find coordinates u = (uq, ..., u,) on
it such that
h:to—u%—...—ui—&—uiH—I—...—i—ui

and the critical point has coordinates u(xo) = 0. For later convenience, define

E(x) =ut — ... +u3

(@) = uiiy + o+ ul

on U such that h =ty — & +n.
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Further shrink § until the closed ball with radius v/20 around the origin is contained in the
image of the chart u : U — R™ and define the A-cell

D:={pcU|uip)+..+ui(p)<éanduri1(p)+...+u,(p) =0}
={peU[&(p) <6 andn(p) = 0}.

We find ourselves in the situation sketched by the following figure if we collapse each of
(u1,...,ux) and (uxt1, ..., up) into a line:

The circle represents the boundary of the ball with radius v/26. The heavily shaded region
is the region where h <ty — 9, or equivalently f:,_s < a. In the green region we have to — 4 <
h < tg + 9. The red line is the A-cell D and the level sets of h are labeled.

Pick a smooth function p : R — R such that
1(0) > 6,
‘u('r) = 0 VT Z 2(5,
wi(r)ye(=1,0] VreR.
Now define the map f : M x [0,1] — R to coincide with f outside of U x [0, 1], and set

J1(@) = frrue@)+2n(a) ()

for (z,t) € U x [0, 1]. . .
Just like f induced h, the map f now corresponds to a smooth h: U — R given by

hi=to — & +n— p(+2n)
such that f;b(z) (x)=a Vzel.
By definition of p, the functions f;ys and ft+5 coincide outside of the ellipsoid {£ + 2n <
26} C U. For any = € U contained in this ellipsoid,
- 1
h(z) < h(z) = to = £(z) +n(w) < to+ 5(E(w) + 2n(2)) = to + 9,

so that fy,15(z) < a and fi,45(z) < a both hold. Tt follows that

{ft0+5 < a} = {ftoJr(S < a‘}' (16)

We have constructed p in a way such that i’ has the same unique critical point within U :

We have ~ ~
oh , oh ,
_— = =] — _— = — >
o€ 1—p'(€+2n) <0 and n 1—24'(§+2n) > 1,
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so that ~ ~
oh oh

vanishes only where d¢ and dn do, i.e. at zp = u(0). Evaluating h at the critical point gives

h(zg) =ty — p(0) < tg — 0. Due to the correspondence of critical points of h with those of f;,
we can apply Lemma 4.6 to conclude the homotopy equivalence

dh =

{ftoJré < a’} = {ftofls < a‘}' (17)
Define H to be the closure of {f,,_s < a}\ {fi,_s < a} such that
{fio—s <a} ={fi,—s <a}UH. (18)

The A-cell D is contained in H: For x € D, 8%/85 < 0 implies
h(x) < h(zo) <to—0 = fro—s(z) < a,

while also fi,—s(z) > a.
The set H is now given by the region covered with arrows in the following sketch, while
the region with tg —d < h < tg + J is colored green:

(u)\+1!-'-un)
\

Hivey
pitee

(us,...u;)

Note that the space {fi,—s < a} U D is a cell attachment of D onto {fi,—s < a}. As the
figure suggests, we can find a homotopy equivalence that is trivial outside of U such that

{ftO*lséa}UH:{fto*(S SCL}UD. (19)
An explicit construction of such a homotopy equivalence is given in Assertion 4 in the proof
of Theorem 3.2 of [Mil63].

We are now ready to put everything together:
{frore < a} = {fig+s < a}

(16)  »
= {fto+5 S CL}
an
= {ft()—(s S a}

® {fto—s <a}UH

(19)
= {ft0—5 < CL} uD

= {ftofe < a} Uy D

Apart from the previously established equivalences, we have used Lemma 4.6 in the first and
last step to cover the remaining distance from tq — € to tg — 6 and tg + 0 to tg + €. In the last
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step, we additionally used that a homotopy equivalence between topological spaces induces a
homotopy equivalence between the spaces with an attached cell for a suitable attachment map
¥ (see Lemma 3.7 of [Mil63] for a proof due to P. Hilton). This completes our proof. O

4.8 (Generalization of Lemma 4.7 to multiple critical points). Note that the proof of Lemma 4.7
can easily be modified to allow for multiple non-degenerate critical points with value a: Since
the Morse Lemma guarantees that these lie isolated, we can construct a perturbed f and h
with minimal modifications. This results in a cell attachment for each of the critical points.

Putting the last two lemmata together, we get:

4.9 Proposition (Parametric Morse Theorem). Let M be a compact manifold and f : M x
[0,1] = R, (x,t) — fi(x) a C'-map such that each f; has a Lipschitz differential and 8; f < 0.
Let a € R and define

Crityq := {(z,t) € M x [0,1] | z is a critical point of f; with value a}.

Assume that for each (x,t) € Crity,, « is a non-degenerate critical point of f; with index
Azt and that around (z,t), f is smooth with d;f < 0.

Then {f1 < a} is homotopy equivalent to {fo < a} with a cell of dimension A, ; attached
for each (z,t) € Crityq.

Proof. By the Morse Lemma and the fact that 0;f; < 0 around each (x,t) € Crity,, we have
that the points in Crity, are isolated. It follows that there is a finite number N of times
t; < ... <ty such that a is not a regular value of f; . Pick € > 0 smaller than any [t; — t| for
J # k. Lemma 4.7 and Remark 4.8 then give homotopy equivalences between each {f;, 4 < a}
and { f;, —« < a} with cells attached. Lemma 4.6 provides homotopy equivalences between each
{ft,+e < a} and {f;,,,—c < a}. These also induce homotopy equivalences between the spaces
with attached cells by Lemma 3.7 of [Mil63]. O

4.2 Sublevel Sets of Composed Generating Functions

This section is largely based on [San13], but fixes various omissions and inaccuracies. We will
provide a number of lemmata concerning sublevel sets of generating functions of contactomor-
phisms on the sphere. All of these culminate in Proposition 4.17, which will essentially allow
us to detect differences in the reduced homology groups

Hy({A#F <0})

of sublevel sets for ¢t = 0 and ¢ = 1. This will be based on an argument that, for sufficiently
nice G, the sublevel sets of composed generating functions at least philosophically are given
by the join

{G#F <0} ~ {G <0} =« {F#0 < 0}

of their individual sublevel sets.
The join can be viewed as the union of all line segments connecting X and Y when these

are placed in general position relative to each other:

4.10 Definition. Let X and Y be topological spaces. We define the join X xY as the quotient
space obtained from X UX x Y x [0,1]UY by identifying for all z € X,y € Y the points
(z,9,0) with 2 as well as the points (z,y,1) with y.

4.11 (Alternative definition of the join). We follow the definition of the join from [Whi56].
Note that it is frequently defined as an analogous quotient space of only X x Y x [0, 1] instead.
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These definitions only differ if exactly one of X and Y is the empty set: For us, M 0 = M
holds, which would otherwise be the empty set as well.

Sandon does not use our definition in Section 4 of [San13]. Strictly speaking, this leads to
an error since she does not specifically exclude the case that F' is positive in the last part of
her argument.

As a step towards sublevel sets of composed generating functions, we can now consider
those of the direct sum:

4.12 Lemma (Sublevel set of direct sum). Let Fy : S"171 — Rand F, : S"2~! — R be smooth
functions on the Sphere such that {F; < 0} are deformation retractions of neighbourhoods
in ™1, Write F1 R™ — R, F2 R™2 — R for the extensions defined as in Definition 3.22
and F] @ F5 for the restriction of the direct sum F1 ® F2 to the unit sphere S™*+"2~1 Then
there is a homotopy equivalence

Proof. We follow, in part, the proofs of Proposition 3.12 in [Gra+17] and Proposition B.1
in [Giv90] and incorporate part of an argument provided by A. Givental in correspondence
regarding the latter.

Note first that there is an inclusion
L {F <0}« {Fy <0} — {F, & F, <0} C gmtrz-1

that can be defined on the join by sending equivalence classes of 1 € {F; < 0} to (z1,0),
x2 € {F2 < 0} to (0,22), and (x1,22,s) € {F1 <0} x {F> <0} x [0,1] to (v/sz1,V1 — sxa).
For brevity, we will write
X = {Fl @F2 < 0} C Sn1+n2—l’
A:=1({F <0} x{Fy, <0})
= {(331,.732) e X ‘ Fl(l‘l) <0 and FQ(l‘Q) < O} C X.

Our strategy will be to find a deformation retraction from X to A.

First combine the deformation retractions of neighbourhoods U; C 5™~ to {F; < 0} to
obtain a deformation retraction
r:Bx[0,1] - B

from a neighbourhood B of A in X.

We now want to find a homotopy
X x[0,1] = X,

such that r{, = Idx, r{|p = Idp and 7| (X) C B. To do this, we need to continuously interpolate
between the identity on B and homotopies that move points outside B into it. For a 6 > 0
that we will fix later, define

VA Dsz, VA0 —5) + m) for Fy(x1) > 4,

VI —tgi(zy) s, /(1 —tg;(x;)) (1 — ) + tg;(x) 972) for 0 < Fi(z1) <6,

ri(Vsay, V1 —sxy) = (Vsz1,V1—sz) for Fi(z1) <0 and Fs(xs) <0,
V(1 —tq(x))) s +tq;(x;) 21, /(1 —tg;(z;)) (1 - ) 962) for 0 < Fy(z2) <6,

VA= 1)s +ta, (l—t)(l—s)xg) for Fy(zs) > 0,
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where g;(x;) = Fj(z;)/5, s € [0,1],21 € S™ ! and 22 € S"2~!. We can check that the wanted
properties hold if we choose any § small enough so that the domains of the second and fourth
case of the definition are contained within the neighbourhood B of A.

We can combine r and r’ to define the homotopy

R, = h, for t € [0,1/2],
Tor_10T) for t € (1/2,1]

on X. By the properties of r and #/, this is continuous, Ry = Idx, R1(X) = A and Ry|4 = Ida.
In other words, this is a deformation retraction of X onto A. O

We will be considering sublevel sets of compositions with quadratic generating forms in
particular, which the next three lemmata will allow us to simplify:

4.13 Lemma. Consider a quadratic form A : R™ — R and the sublevel set
X:={zesS" | Ax) <0}
of its restriction to the unit sphere.

(i) The space S™4(A)~1 ig a strong deformation retract of X.

(ii) X is a deformation retract of a neighbourhood of itself in S™~1.

Proof. Set A := ind(A) for the (negative) index, i.e. the number of negative eigenvalues of
the coefficient matrix of A. By Sylvester’s law of inertia for quadratic forms, we can assume
without loss of generality that there exists a k < n such that A takes the form

Alx) = —af — . — 23 + 231 + ... + 77
Regarding (i): For convenience, we write z_ := (x1,...,2)), 4 := (Trg1, .-, Tk) and xg :=
(Tk+1, .-, Tp) such that A(x) = —z2 + 2% It follows that we can write the sublevel set as

X={zes" |23 <2}
Consider the subset
S:={zxecS" 'z, =0=u, and |z_| =1} ~ S 1.

We define a strong deformation retract F': X x [0,1] — X by

(T, 24,20, 1) <t|§_| + 1=, (1 -, (1 t):r()) .

This map is indeed well-defined and continuous, equals the identity for ¢ = 0 and on S for all
t,and F(z,1) € S for all z € X.

Regarding (ii): Consider the restriction B of A to its non-null directions. Zero is a regular
value of this restriction so that {B < 0} is a submanifold and thereby a deformation retract of a
neighbourhood. Extending the deformation retraction by acting trivially on the null directions

then also gives that {A < 0} is a deformation retract of a neighbourhood.
O

4.14 Lemma. Let Q : R?” x R¥ — R be a quadratic form that generates the identity on R?™.
Then there is an isotopy (¥,)se[0,1) of fibre preserving'? linear diffeomorphisms of R?" x R¥
such that ¥y = Idg2nygr and @ o ¥y is a quadratic form that only depends on the fiber
variable.
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Proof. We give additional details of the proof of Lemma 4.10 from [Gra+17]. Write the
quadratic form at (¢,v) € R?" x R* as

a3t (3 2)()

where A and C are symmetric matrices. By Lemma 3.17, ¥ consists of those (¢, v) such that

99 _ oyt B¢ Lo,
ov
and we can write

Since ) generates the identity, the image ig(Xq) must equal the zero section of T*R?", so by
the first component of Eq. (20), for every ¢ there must be at least one v such that (¢,v) € ¥,
i.e. Cv+ BT( = 0. Making such a choice for every vector of a basis of R?" thus gives us a
matrix D such that

CD+ BT =o. (21)

Again since ig(Xg) is the zero section, we must have
iq(¢, DC) = (¢, 0),
which by the second component of Eq. (20) implies
A+ BD =0. (22)
Now define the smooth isotopy (Ws)seo,1) of fibre preserving linear diffeomorphisms via
Vs (C,v) = (¢, v+ sDQ).

The coefficient matrix of Q) o ¥y is given by

1 D"\ (A B\(1 0\ [(A+BD+CD+B" CD+B"

o 1)\BT ¢)J\D 1) B+ DTC c ’
which evaluates to (§ 2 ) using Egs. (21) and (22). This means that Q o ¥; only depends on
the fiber variables. O

4.15 Lemma. Let F,F’ : S?"*N=1 4 R and G : S?"TM~1 be three generating functions on
the sphere and assume there is a diffeomorphism ¥ : R?” x RV — R2" x R¥ that preserves
the fibers over R?", is homogeneous of degree one and satisfies F’ = F'U. Then there exists
a canonical diffeomorphism

U {F#G <0} — {F'#G <0}.

Proof. Since ¥ preserves fibers, we can write U((y,v1) = ({1, ¥2((1,11)) for the component
Uy of ¥ on RY. Define @ : R2nH2n+2n+N+M _y R2Int+2n+2n+N+M Yy getting

q)(q7 <17 C2u v, 1/2) = (CI> Cla <27 \IIQ(Clu Vl)y V2)~

This is a diffeomorphism such that F/#G = (F#C{)@ It follows that ® restricts to a
diffeomorphism of the sublevel sets of the functions F#G and F'#G on R"+N+M - Tike U,
® is homogeneous of degree one.

R2Le., Us(¢,v) € {¢} x RF for all (¢,v) € R?™ x R*,
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Both F' #G’ and F’ #é’ are homogeneous of degree 2, so every open ray starting at zero
lies either entirely within their respective 0-sublevel sets or outside of it. Such rays can be
identified with points on the unit sphere and are preserved under ® since it is homogeneous
of degree one. Under this identification, ® gives a diffeomorphism U of sublevel sets on the
sphere. O

Write H ;(X) for the j-th reduced integer homology group of a compact space X. We have
a Kuenneth formula for the join of a CW complex with a sphere:

4.16 Lemma. Let X # () be a CW complex and d € N. It follows that
]EIk(Sd * X) = Hk—d—l(X);

where we use the convention that all negative-dimensional reduced homology groups are
trivial.

Proof. We follow an argument from Section 4 of [Sanl3]. The smash product A A B of two
pointed topological spaces (A, ag) and (B, by) arises from A x B by identifying all (a,by) and
(ap,b) for all a € A,;b € B. The reduced suspension XY of a pointed topological space (Y, yo)
is the space

Y x[0,1]
Y x{0}uY x {1} U{y} x [0,1]

It is generally true that the join of two non-empty spaces is homotopy equivalent to the
suspension of their smash product for any choice of basepoints, see e.g. 0.24 in [Hat02].
Moreover, it is straightforward to see that the reduced suspension XY of a pointed topological
space Y is the same as S* AY.

YY

We have so far established that
Sx X ~ ST A (SN X).

By the Kuenneth formula, a smash product of a CW complex with a sphere shifts the
homology groups of the resulting space by the dimension of the sphere (see e.g. page 276 of
[Hat02]). The statement of the Lemma follows by invariance of homology under homotopy
equivalences. O

We are now ready to combine the previous lemmata into the main result of this section.

4.17 Proposition (Homology of { A;#F < 0}). Let F : S?"*#~1 — R be a generating function
of a contactomorphism ¢ on S?"+*~1 and A, the family of generating functions of the Reeb
flow from Proposition 3.28. Assume that {F#0 < 0} is an embedded submanifold of $67+k~1
and let t € {0,1}.

(i) If {F#0 < 0} is empty, then

Z if j = ind(Ay),

0 else.

itacer <op -

(i) If {F#0 < 0} is non-empty, then

Hj ({At#F < O}) = Hj—ind(A,,) ({F#O < O})7

where we use the convention that all negative-dimensional reduced homology groups
are trivial.
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(iii) If {F#0 < 0} is either empty or has non-trivial homology, at least two Betti numbers
of {Ag#F < 0} and {A;#F < 0} differ. Otherwise, they both have trivial homology.

Proof.

Regarding (i) and (ii): By Lemma 4.14, for each ¢ € {1,2} there exists a quadratic form
/12 : R?»tm 4 R that only depends on the fiber variables and equals the quadratic forms
A, R2Pm 5 R up to a fiber preserving linear diffeomorphism ¥; on the domain, i.e. A; =
AW, Write A} := A}|g20+m—1 for the restrictions to the sphere, in line with our notation * for
extensions of maps on the sphere.

We will soon show for ¢ € {1,2} that the following series of homotopy equivalences holds:

{A#F <0} =~ {A#F <0}
~ {A} © (F#0) <0}
~ {A} <0} x {F#0 < 0}

~ §nd(A0-1, (pag < 0}

Assume for now that the equivalences hold. If {F#0 < 0} is empty, the join operation
yields a sphere again and (i) follows. If { F#0 < 0} is non-empty, (ii) follows immediately with
Lemma 4.16. We can apply this Lemma since every manifold is a CW complex by Theorem 4.2.

Regarding the first homotopy equivalence: By Proposition 4.15, the linear and fiber pre-
serving diffeomorphisms W, even induce a canonical diffeomorphism between the sublevel sets.

Regarding the second homotopy equivalence: This follows immediately from Aé#ﬁ' =
A} @ (F40), which holds by the structure of the composition formula and the fact that A}
only depends on fiber variables.

Regarding the third homotopy equivalence: This follows from Lemma 4.12 if we can show
that {A; < 0} and {F#0 < 0} are deformation retracts of neighbourhoods in S?"*™~! and
S§6n+k=1"respectively. For the former, we have seen that this holds in Lemma 4.13 (i). The
latter is an embedded submanifold by assumption and thereby has a tubular neighbourhood
that deformation retracts onto it.

The fourth homotopy equivalence follows from Lemma 4.13 (ii) since the indices of /1{5 and
A, are equal.

Regarding (iii): Note that by Proposition 3.28 (iii), we have
ind(A;) —ind(Ag) = 2n > 0.

If {F'#0 < 0} is empty, then part (i) implies that the Betti numbers differ in the dimensions
ind(A;) and ind(Ap).
If {F#0 < 0} is non-empty with non-trivial homology, then parts (ii) yields

H,y o) {Ao#F < 0}) = Hy({F#0 < 0}) = Hy 004, ({A#F <0}).

In particular, the homology groups of {Ag#F < 0} and {A;#F < 0} are not all trivial and
shifted by a positive number. Since this means that the minimal and maximal non-trivial
groups are shifted, it implies that two Betti numbers differ.

If {F#0 < 0} is non-empty with trivial homology, then applying Lemma 4.16 to the series
of homotopy equivalences from the proof of part (i) and (ii) implies that ind(A;) has trivial
homology for t = 0,1 as well.

O

One way to satisfy the requirement that { F#0 < 0} is an embedded submanifold is assum-
ing that 0 is a regular value of F:
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4.18 Lemma. Let F : $?"tF~1 _ R be a generating function on the sphere such that 0 is a
regular value of F. Then 0 is also a regular value of F#0 : S»+k=1 4 R, the composition
of F with the zero function on S27~1.

Proof. Note first that 0 is a regular value of a function on the sphere exactly if it is a regular
value of its homogeneous extension as defined in Definition 3.22. It follows that we need to
show that 0 is a regular value of F'#0 assuming it is one of F.

Per Definitions 3.19 and 3.24, F'#0 is the restriction to the sphere of
F#O . R2n+2n+2n+k SR
(4,€C1, G2 1) = F(Cr,v1) — 2w (G — G2 — 1).

Now pick any = = (g, (1, (o, 1) € R2H20420+k guch that (F40)(z) = 0, i.e.

F(Gm) = 2wsa (G — 4,6 — ). (23)

We need to find a tangent vector Az = (Aq, Aly, Als, Avy) € T,R"HF such that d(F#O) Ax #
0. Compute

d(F#0) Az = dF(AG, Avr) — 2wsa(AG — Ag, G — q) — 2waa (G — ¢, Al — Ag).  (24)

We consider two cases: First assume F((1,v1) # 0, set Ala = (2 — g and all other compo-
nents of Ax to zero. It follows by Eqs. (23) and (24) that

d(F#0) Az = —2wsa(C1 — ¢,62 — 1) = —F(C1,v1) # 0.

Now assume instead that Fy((1,11) = 0. Since 0 is a regular value of Fj, there exist
(A¢1, Avy) such that b := dF(A¢r, Avy) # 0. We again consider two cases: Assume first that
wstd (Al1, G — q) # h/2. Then we immediately get d(F#O) Az # 0 from Eq. (24) by setting
Az = (0,A(1,0,Avy). Assume instead that wsqa(AC1, 2 — q) = h/2. In particular, (o — ¢ # 0
and we can pick a Aq such that wsq(Ag, (2 — ) # 0. Now setting Ay = Aq in Eq. (24) yields

d(F#O) Az =h—-h- 2(f"ystd(_Aqa CQ - (Z) - 2wstd(<—1 - q, 0) = wstd(AQa <2 - Q) # 07

and we are done.

4.3 Existence of Translated Points on 5271

We are now ready to prove the main theorem and discuss the difference to Sandon’s original
statement:

4.19 Theorem. Let ¢ be a contactomorphism on S2”~! without degenerate translated points.
Assume that ¢ has a generating function F' : S?"*k=1 — R such that the sublevel set
{F#0 < 0} is either empty or an embedded submanifold with non-trivial homology.

Then ¢ has at least two translated points.

Proof. Let A; : S?"t™=1 — R be the smooth family of generating functions of the Reeb
negative flow a; from Proposition 3.28 and define the function

Gy = A#F,

which generates a; o ¢ by Proposition 3.24.

By Definition 2.18, each translated point of ¢ corresponds to a discriminant point of a; o ¢
for some t. Due to periodicity of a;, we can make this correspondence one-to-one by restricting
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t to [0,1). Per Proposition 3.27, each of those corresponds one-to-one to a critical point of Gy
with value zero and by assumption all these critical points are non-degenerate.

To detect critical points, we consider the homology of the sublevel sets
Ny :={G(z) <0} for t € [0,1].

If the points in time ¢ € [0, 1] where G, has a critical point with value zero were not isolated, we
would clearly have more than two translated points and we would be done. Assuming instead
that they are isolated, we want to show that 0;G; < 0 around every critical point of G; with
value zero in order to apply Proposition 4.9. By homogeneity, this is equivalent to showing
that 8,G; < 0 around every non-zero critical point of G:. Recall that

Gi(q,C1, Cos v, 1) = Ay(Cryn) + F(Coyv2) — 2wta (G — ¢, G2 — @)

If (¢, C1, G2, 1, v2) is a non-zero critical point then it lies in ¥ 5 , »\ {0}. By the same argument
as in part (iii) of the proof of Proposition 3.24, we have (¢1,v1) € ¥4 \ {0}. With Proposi-

tion 3.28 (ii) and continuity, it follows that atét =94, <0ina neighbourhood of each such
critical point.

Proposition 4.9 now yields that N7 arises from Ny by attaching a cell whenever ¢ € [0, 1]
passes a critical point of G with value zero. Note that the sublevel sets {G: < 0} away from
these ¢t with critical points are manifolds and by Theorem 4.2 in particular CW complexes. It
follows by Proposition 4.3 that exactly one Betti number changes whenever attaching a cell.
By Proposition 4.17 (iii), we know that at least two Betti numbers of Ny and N; differ. It
follows that we must attach at least two cells in this process, corresponding to at least two
critical points of Gy with value zero, i.e. translated points of ¢. O

The following proposition covers some of the distance between Theorem 4.19 and Sandon’s
statement:

4.20 Proposition. Let ¢ be a contactomorphism on S?"~! that is contact isotopic to the
identity. Then either ¢ has an infinite number of translated points, or there is some ¢ € [0, 1]
such that a;¢ has a generating function F : S?"T*~1 — R whose sublevel set {F#0 < 0} is
an embedded submanifold.

Proof. Pick some strictly increasing series (¢;);en of points in (0, 1). By Proposition 3.26, each
of the contactomorphisms a;,¢ has a generating function F; : $2"+¥=1 — R. Assume first that
0 is a regular value of one of these, then Lemma 4.18 gives that it is also a regular value of
F;#0. Tt follows that {F;#0 < 0} is an embedded submanifold, and we would be done. Now
assume instead that 0 is a singular value of all F;. By the same arguments as in the first two
paragraphs of the proof of Theorem 4.19, this implies the existence of a translated point of ¢
for each i € N.

O

4.21 (Comparison to Sandon’s original statement of the theorem). In light of Proposition 4.20,
the critical assumption of Theorem 4.19 that we cannot yet guarantee is the homological
condition on {F#0 < 0}. The problem is exemplified by the following situation: Say for the
sake of argument that {F#0 < 0} was a contractible space. The proof of Theorem 4.19 then
fails at the step where we try to apply Proposition 4.17 (iii). It still follows by the proof of
this proposition that

Ny = {A#F < 0} = §dA)-1 1o < 0.

Since {F'#0 < 0} is homotopy equivalent to a point, it follows that N; is homotopy equivalent
to a point as well, for both ¢ € {0,1}. The proof of Theorem 4.19 is built around the idea of
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finding translated points by detecting differences in the homology of Ny and Ny, so there is a
considerable problem in this situation.

Based on a suggestion by Sandon, one approach to fixing this is the following: By using
the Hamilton-Jacobi equation and composing a general generating function with the Reeb
flow sufficiently many times, one can replace it with a generating function F' that is positive
on its set of fiber-critical points. Since only that set determines what contactomorphism is
generated, one can then attempt modifying F' on the complement to construct a positive
generating function F' = F + h. However, in order to have ¥ g = X, the function h must
satisfy Oh/0v # —OF /Ov whereever it doesn’t vanish. So far, any attempt to construct such
an h large enough to make F’ positive seems to force passing through this derivative.

Following this, I have also attempted a simpler approach of constructing an F' = F + h
yielding a non-trivial homology of the sublevel set at zero through a local modification. This
showed the same problem, however: To create a non-triviality in the sublevel set, one has to
create a critical point of F’ restricted to the sphere. This should essentially force the derivative
of h to be that of —F, breaking the inequality above. (Strictly speaking, it is more complicated
since the inequality is about all of F' and h instead of the restrictions to the sphere, but this
should only shift the problematic point due to homogeneity.)

Another way to address this problem could be to modify the generating function F’ we get
from Proposition 4.20 by composing it with some appropriate generating function G of the
identity such that {(F#G)#0 < 0} satisfies the assumptions. Failing that, one could make a
genericity argument by considering a carefully chosen series of functions G; whose generated
contactomorphisms tend toward the identity. Assuming one can show that the assumptions are
met for them, one can argue that this also yields at least one translated point for the original
contactomorphism.
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A Appendix

A1 Noteson[San13]

This appendix gives an itemized summary of all the differences between this thesis and Sheila
Sandon’s A Morse estimate for translated points of contactomorphisms of spheres and projective
spaces [Sanl3]. We consider in particular Sandon’s section two (Preliminaries), three (Homo-
geneous generating functions) and four (Translated points for contactomorphisms of S*"~1). 1
am deeply grateful to Sandon for her help in understanding these points.

A1  Preliminaries

(i) Our Definition 2.18 of non-degenerate translated points is more restrictive that Sandon’s.
While they coincide in the context of the main result, ours seems more natural and fits
in better to with non-degeneracy of leafwise fixed-points (compare Remark 2.19).

A.1.2 Homogeneous generating functions

(i) Sandon acknowledges that her definition of generating functions does not literally apply
to lifts of contactomorphisms in her Remark 3.4. This is essentially a consequence of
the lift failing to be smooth at the origin. In this thesis, we took great care to make
the propositions applicable to the situation we use them in. This forced us to state and
prove slightly more general statements throughout chapter three (compare Remark 3.15)
and in particular led to the complicated statement of Definition 3.22.

(ii) In her definition of a generating function F' for a symplectomorphism ®, Sandon only
demands that the set ip(Xp) generated by it gets identified with the graph of ®, a
Lagrangian submanifold. However, we must demand at least that ir must be injective
for the correspondence of critical points to be one-to-one. Indeed, if F(z) is a generating
function of ®, then F'(z,0) := F(x) + sin(f) can be seen to generate ® as well since
iw(X%) = ip(Ep) by Lemma 3.17. But F’ has an infinite number of critical points for
each critical point of F.

(iii) Sandon’s Proposition 3.1 was likely meant to be formulated for symplectomorphisms that
were lifted from a contactomorphism, not general Hamiltonian symplectomorphisms ®
on R?": The Hamiltonian isotopy ®; associated with the latter can not generally be
subdivided into C'-small pieces on its non-compact domain. Instead we require the
arguments of our Lemma 3.25. Note also that the isotopy needs to be split into C?-small
pieces instead of C''-small pieces as the derivative of the function g in the lift incorporates
second derivatives of the contactomorphism ¢.

(iv) The inequality in Sandon’s Lemma 3.6 should not be strict: At the coordinate origin,
homogeneity of the family F; forces a vanishing time derivative. It does not suffice to
only exclude this origin: While her argument in the C!—small case would hold, the
composition formula carries this problem away from the origin. This assessment seems
consistent with the fact that Sandon and her coauthors formulate a weaker statement
in Proposition 2.22 of the later [Gra+17]. In the larger context of the main result, this
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(v)

weaker statement required us to state the assumptions of the parametric Morse theory
approach more carefully and derive that the inequality holds strictly for the Reeb flow
at least on X ; \ {0} (see Proposition 3.28 (iii)). This approach is adapted from [Thé98].

Instead of Sandon’s Proposition 3.8, we give an explicit proof of the difference of indices
based on our concrete choice of A, in Proposition 3.28 (iv).

A.1.3 Translated points for contactomorphisms of $27~1

(1)

(i)
(iif)

(vii)

(viii)

All sublevel sets of functions on Euclidean space should refer to their restrictions to
the unit sphere instead. Similarly, the distinction between cases where F' is positive
everywhere or not should refer to the restriction of F' to the unit sphere. Otherwise, F
is never strictly positive as it must vanish in the origin by homogeneity.

Ay should be defined on R2N" instead of R2M | gince A, is defined on R2" x R2N',

Strictly speaking, the equalities Ay o ¥ = Ay and A; o ¥} = A; are missing projection
maps.

Sandon suggests that equivalent generating functions have homotopy equivalent sublevel
sets. Care should be taken here since she does not define equivalence of generating func-
tions. Common definitions from the literature allow for the addition of constants, which
would make this statement false. Here, she likely only allows for the application of a
diffeomorphism in the domain and stabilization. Lemma 4.8 from [Thé98] provides a
stronger statement than she quotes, however, and immediately gives homotopy equiva-
lence of sublevel sets in this situation.

Sandon does not give any justification for the formula {Ag#F < 0} ~ {4y < 0} for
the case F positive, and {Ag#F < 0} ~ {4y < 0} * {F < 0} for F general. The
later preprint [Gra+17] gives some context to these formulae with their Proposition 3.14
and the arguments at the end of page 31. These establish only an equality of their
Maslov index on lens spaces of the involved sublevel sets. We derived the stronger
statements applicable to our situation mostly in Lemma 4.12, which crucially builds on
communication with Alexander Givental on his Proposition B.1 in [Giv90].

Sandon’s definition of the join strictly speaking leads to an error: She does not exclude
the case F' strictly positive for the general case, which would imply {F < 0} = () and
{Ao#F < 0} ~ {4y < 0} * {F < 0} = ). This leads to problems as the rest of the
argument assumes non-empty spaces in order to use constructions of pointed spaces. This
is easy to fix, however: Either one can explicitly exclude the case that F' is strictly positive
as it was already considered separately, or one can choose a more natural definition of
the join as we do (compare our Remark 4.11).

Sandon hints at the required parametric Morse theory statements, but gives very little
details. In the later preprint [Gra+17], she and her coauthors only give an argument for
the case that a is a regular value for all times with her Lemma 4.14. We provide the
singular case in our Lemma 4.7 by adapting a proof due to Milnor [Mil63].

Similarly, Sandon only provides the idea of how to use a Kuenneth formula to detect cell
attachments through homology. We filled out the details by considering specifically the
change in Betti numbers by our Propositions 4.3 and 4.17. This gap is what allowed the
assumption on non-trivial homology of { F#0 < 0} to go unnoticed (see Remark 4.21 for
details).
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A.2 Lifting Contactomorphisms from RP?"~! to R?"

Sandon also gives a proof of the contact Arnol’d conjecture for real projective space in [San13]
with a very similar approach, where RP2"~! is equipped with the standard contact form &
from Remark 2.15. Analogously to Section 3.4 for the sphere, this appendix provides the
foundation for Sandon’s proof with a way to lift contactomorphisms from real projective space
to Euclidean space.

It is based on the discussion of lifting in [San13], but spells out the details of the proof.
A.1 Proposition (Lifting contactomorphisms and contact isotopies from RP?"~1 to §27~1),

Let ¢ be a contactomorphism and ¢; a contact isotopy on (RP?"~1 &).

(i) We can lift ¢ to a contactomorphism ¢ on (S2"~! a) such that 7¢ = ¢, where 7 is
the canonical projection from the sphere to projective space.

(ii) We can lift ¢; to a unique contact isotopy ¢; on (S2"~1 &) by requiring in addition
to 7T¢t ¢¢m that the lift starts at the identity. If ¢; is generated by the Hamiltonian
function Hy, then ¢t is generated by Ht =H;,om.

(iii) Each (non-degenerate) translated point of ¢ corresponds precisely to two (non-degenerate)

translated points of q37 namely those which project to it under 7.

Note that the lift (Z) from part (i) is not unique since its composition with the antipodal map
descends to the same ¢. Part (iii) does not hold for discriminant points, i.e. their preimages
are not necessarily discriminant points themselves: The lift of ¢ may permute them so that
they fail to be fixed points.

Proof. Regarding (i): Note that S2"~! is a double cover of RP?"~1. We can then apply a
smooth version of the lifting Theorem 3.5.2 in [Die08] to the composition f = ¢ since ¢ is
a diffeomorphism and the push-forwards of the fundamental groups are therefore the same.
Since the contact form of RP?"~1 is defined as the pushforward along the covering map, this
lift preserves it. Similarly lifting the inverse of ¢ must, up to applying the antipodal map,
yield the inverse of g?) such that it is a contactomorphism.

Regarding (ii): Since 7 : §?"~! — RP?"~1 is a smooth fibration, it satisfies a homotopy
lifting property (see e.g. Section 5.5 of [Die08]). The lifted homotopy is smooth and unique
since 7 is even a smooth covering space. We can apply this to the homotopy ¢;7 to get c;ASt,
requiring the lifted homotopy to start at the identity. By the same arguments of part (i), each
¢; is a contactomorphism.

We still need to show that the isotopy qbt is generated by the contact Hamiltonian H,. To
see this, note that differentiating Ty = ¢y shows that (bt is generated by the vector field

Xt =dr X, o0 ,

where X; is the generating field of ¢; and we used that = is a local diffeomorphism. Using the
equations from Def. & Prop. 2.12 that characterize X; as generated by H; and inserting the
definitions of Xt, H, and o = %@ yields that H, indeed generates X,.
Regarding (iii): By part (ii), the Reeb flow R* on S?"~! is a lift of the Reeb flow R* on
RP?" 1 je.
TR} = Ro'm.

If p is a translated point of é, we can apply 7 to R?(ﬁ(p) = p to get
(p) = TR;'$(p) = Riwd(p) = Ry ¢(w(p)).

If conversely we have a translated point 7(p), we can run the same argument backwards
to see that ¢(p) is in the same Reeb orbit as either p or —p. But since the Reeb flow on
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§2n=1 C C" is given by z + exp(it)z, we can conclude that there exists some ¢ such that
R ¢(p) = p. The same argument applies to —p, giving two candidates for translated points
corresponding to 7(p).

The remaining criteria for translated points and their degeneracy are all local and thus the
proof is completed in both directions by the fact that « is a local diffeomorphism. O

Subsequently applying Proposition 3.21 to the contactomorphism on the sphere yields sym-
plectomorphisms on R~ 1,

o4
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